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FEATURE: REPORTS FROM THE FIELD

Pandora’s Can of Worms: A Year of 
Generative AI in Higher Education
Robin Elizabeth Miller

abstract: In the year since ChatGPT was released by OpenAI, librarians, instructors, and higher 
education administrators have grappled with generative artificial intelligence (AI) and its 
implications for teaching, learning, research, and writing. Drawn from informal conversations, 
professional observations, discussion groups, and professional development events, this article 
reports on the experience of learning about generative AI at one university. This article considers 
ways that educators may use AI tools and reasons to resist adopting generative AI tools, situating 
uses on a spectrum of acceptability. 

Introduction

D iscussion of artificial intelligence has been virtually inescapable since the 
November 2022 release of ChatGPT. From hilarious responses to promising 
applications, ethical quandaries to existential threats, generative artificial 

intelligence (AI) has inspired countless hot takes and sweeping declarations. In the 
discourse of higher education, alarm, dismissal, questions, cautious enthusiasm, and 
hype about artificial intelligence are persistent themes. Academic librarians have taken 
seats at these rhetorical tables with varying perspectives, sharing a mix of observation, 
practical experience, and technical expertise, often mediating between extreme concerns 
from many corners of the academy.

At the University of Wisconsin-Eau Claire, a public, comprehensive liberal arts 
institution, the campus has engaged with generative AI in a relatively unstructured, 
exploratory manner. Librarians have performed the familiar work of synthesizing news 
and analysis about generative AI to variously confer with or console colleagues learning 
about generative AI tools. While AI’s applications in scholarly research and publica-
tion are certainly evident, at UW-Eau Claire, the early discussions about AI focused on 
“the student problem.” These talks have surfaced questions such as, “What if a student 
writes a research paper with ChatGPT?” or, “How do I explain generative AI to my 
students?” The rapid introduction of Bard, Bing Chat, and ChatGPT has challenged This
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librarians, instructors, and administrators, 
in part because we arrived at the starting 
line at the same time as students. Without 
extensive forethought, educators found 
themselves in the position of learning how 
to both use a tool and monitor and regulate 
student use of it. Piecemeal institutional 
responses are largely directed at users of 
AI tools. In higher education, approaches 
to AI may vary by instructor, department, 

or college, posing a challenge for anyone who is still wrapping their head around gen-
erative AI. Calls for government policy and regulation focus on what companies like 
Open AI, Microsoft, and Google can do.

A touchstone of my early conversations about ChatGPT was the New York Times 
piece, “Did a Fourth Grader Write This? Or the New Chatbot?”1 In this interactive article, 
readers decided whether a text was authored by ChatGPT or by a child in the fourth 
grade. Readers also learned how authors like Judy Blume and practicing schoolteach-
ers assessed each text. The Times’ game was both funny and sobering. One colleague 
lamented that they didn’t get any of the quiz questions right, and wondered if they 
would ever be able to distinguish a college student’s writing from ChatGPT.

In a January conversation with Dr. Peter Hart-Brinson, associate professor of soci-
ology at UW-Eau Claire, we discussed angst provoked by ChatGPT. For example, an 
instructor who devotes an entire class lecture to the topic of intersectionality might find 
that a student who skipped class that day could turn to ChatGPT to extract a relatively 
similar explanation of the topic. Fears that educators would be replaced by machines came 
to the fore. In April 2023, Bill Gates asserted that children would soon receive effective 
reading instruction from AI tools.2 A May 2023 report by the US Department of Education 
highlighted the potential of AI tools to expand access to adaptive learning experiences 
and intelligent tutoring systems, and even to improve teacher working conditions.3 

Dr. Hart-Brinson and I extended our initial conversation into a series of campus 
discussions about artificial intelligence, held in February 2023. Hosted with our campus 
Center for Excellence in Teaching and Learning (CETL), we facilitated four wide-ranging 
discussions in person and via Zoom. More than 50 unique participants joined, represent-
ing a diverse array of departments from each of our university’s four colleges. Participants 
represented business, communication and journalism, English, history, languages, math-
ematics, philosophy, political science, psychology, and sociology. In addition to classroom 
instructors, participants included advisers, instructional designers, administrators, and 
librarians. We began our discussions by building common understanding about ChatGPT 
and generative AI. As participants articulated their basic understanding of ChatGPT, 
the majority indicated that they knew a little. Many mentioned articles in the New York 
Times and explanations from podcasts, National Public Radio, the Wall Street Journal, and 
the Chronicle of Higher Education. I observed colleagues who possess deep knowledge 
of their disciplines approach generative AI like any other new subject—with caution. 
Caution might be attributed to limited experience, incomplete information, and abun-
dant competing prognostications. Simultaneously, members of our discussion groups 

In higher education, approaches 
to AI may vary by instructor, 
department, or college, posing 
a challenge for anyone who is 
still wrapping their head around 
generative AI.
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described feeling pressure to respond or to acknowledge the emergence of ChatGPT, 
while simultaneously trying to learn what it is and how it works. Early Times reporting 
suggested that universities were “revamping” teaching because of generative AI.4 This 
assertion was not false, but “revamping” suggests a strategic approach to change. In 
my workplace, I observed a series of seismic shifts that repeatedly unsettled educator 
perspectives and approaches to teaching and evaluating research and writing.

Drawn from campus conversations, individual interactions, and observations, I 
report here on my own institution’s exploration of generative AI during the months 
following the release of ChatGPT and its subsequent competitors Bard, Bing Chat, and 
others. Professionally, I have used free versions of generative AI tools available from 
OpenAI, Google, and Microsoft. Over the year that tools like ChatGPT have been widely 
available, the technology has changed rapidly. Without attempting a comprehensive treat-
ment of every application or development of generative AI, this essay instead explores 
the contexts in which educators are likely to encounter, evaluate, and consider adopting 
AI. This essay is not intended to compare, rank, or endorse generative AI tools for any 
purpose, nor to recommend that libraries or universities subscribe to AI products. I have 
never been employed by or knowingly invested in a venture that develops or profits 
from generative AI tools.

Theoretical Framework: Diffusion Theory
Diffusion of Innovation may be a way to think about adoption or resistance to genera-
tive AI. The sociologist Everett Rogers explained “diffusion” by categorizing consumers 
into groups: Innovators, Early Adopters, Early Majority, Late Majority, and Laggards.5 
Rogers popularized the idea of the “early adopter,” a moniker now widely applied to 
identify those who begin using a new tool, when they use it, and why they use it. Rogers 
began researching farmers who adopted agricultural innovations in the 1950s, coining 
the term “early adopter” long before phrases like “large language model” or “generative 
pre-transformer” had entered the lexicon. 

Adherents to the Diffusion of Innovation model have also introduced the “five 
stages in the adoption process”—awareness, interest, evaluation, trial, and adoption.6 
As librarians, we are frequently situated as early adopters, and these stages may feel 
familiar because we often mediate between patrons and new information resources or 
research methods. At UW-Eau Claire, I joined the campus conversation about generative 
AI in the awareness stage of the adoption process. As I began to hear colleagues discuss 
ChatGPT, I developed a research guide about the tools.7 This guide was framed around 
questions I received and conversations with librarians and instructors, and creating it 
helped me to build my own awareness of generative AI. In my observation and personal 
experience, librarians often find ourselves in the role of early adopter as we respond to 
patron inquiries. In the case of technological tools, we attempt to rapidly move through 
awareness, interest, evaluation, and trial en route to adopting the tool ourselves, or 
helping a colleague decide if the tool is right for them. Looking back over the last half 
century of changes to libraries, the introduction of generative AI may feel like a drop in 
the ocean of OCLC records, Microsoft Encarta CD-ROMs, Wikipedia entries, and hand-
outs about the CRAAP test. Many of these innovations raised issues similar to those we 
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now confront with generative AI, some 
becoming essential to our work and 
others rightfully fading in significance. 

Diffusion Theory is a framework for 
thinking about generative AI in higher 
education because, as Rogers argued 
in 2004, “diffusion of innovation” is 
widely understood in many academic 
disciplines. In retrospective comments 
about his career, Rogers said, 

“[T]oday there are few behavioral science disciplines (perhaps there are none) that do not 
study diffusion. In geography, scholars investigate the diffusion of innovations through 
space. Political scientists study the diffusion of policies, like no-smoking ordinances 
among municipal governments. Anthropologists explore the diffusion and consequences 
of technological innovations like the snowmobile among the Skolt Lapps in Finland.”8 

However, being an early adopter of a generative AI tool is complicated by the matter of 
choice. Who has the agency to adopt a tool, and who is subject to a tool’s adoption? If a 
constituency (students, patrons, customers), workplace, or industry adopts a tool, does 
one have the choice to resist or reject? In explaining the five stages of adoption, Peres, 
Muller, and Mahajan, describe diffusion of innovation as a “process of the market penetra-
tion of new products and services that is driven by social influences, which include all 
interdependencies among consumers that affect various market players with or without 
their explicit knowledge.”9 The essential phrase in this definition is “driven by social 
influences.” Arguably, the rapid introduction of ChatGPT and competing products like 
Bard and Bing Chat, is driven by social forces and students, educators, and universities 
may not be empowered to opt in or opt out. If this is true, then educators may not have 
the agency to be “laggards,” as Rogers would call them. While libraries and vendors had 
already adopted machine learning and AI tools before November 2022, many librarians 
may be early adopters because of patron inquiries and not because of professional needs 
or personal interests.

In higher education, instructors and librarians are often able to assume a cloak of 
expertise or authority when they talk about a subject; we typically teach, think, and write 

in disciplinary domains in which we 
have established some level of author-
ity. With generative AI, most instructors, 
librarians, and administrators lacked 
expertise with the tool even as they 
could see students and colleagues using 
it. This means that educators and stu-
dents began the race to learn about this 
tool at the same time. While instructors 
and librarians chat with colleagues or 
attend department meetings about how 
they plan to approach AI in the coming 

In the case of technological tools, 
we attempt to rapidly move through 
awareness, interest, evaluation, and 
trial en route to adopting the tool 
ourselves, or helping a colleague 
decide if the tool is right for them. 

In higher education, instructors 
and librarians are often able to 
assume a cloak of expertise or 
authority when they talk about a 
subject; we typically teach, think, 
and write in disciplinary domains 
in which we have established some 
level of authority. 
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semester, students are actively synthesizing their own understanding of the same tools. 
Both groups are experimenting with Bard, Bing Chat, and ChatGPT; discussing their 
experiences with others; and very likely integrating previously encountered observa-
tions or policies. 

Since ChatGPT’s initial release, I have repeatedly heard variations on this statement: 
“Artificial Intelligence is here, we have to deal with it.” Administrators and colleagues at 
my own institution have argued this point, as have many pundits. A directive to “deal 
with” a problem would seem to obviate the choice to adopt a solution. Simultaneously, 
ChatGPT sparked new awareness of the generative AI tools that were already part of 
daily life. AI tools have been applied across many sectors of the economy and consum-
ers have likely been inputting data into AI chatbots or interacting with outputs from AI 
chatbots for some time. The topic of generative AI may feel inescapable to some, even 
those who are not frequent users. At UW-Eau Claire, I see my colleagues in the library 
and instructional settings dealing with generative AI because colleagues and students 
ask questions about how it works and make observations about the novel, funny, and 
sinister uses of the tools. Instructors can see that students are employing AI to complete 
assignments, so whether they are early or late adopters may not matter at all.

Through months of experimentation, conversation, and observation at my insti-
tution, I have encountered a modest number of higher education professionals who 
decline to explore generative AI, and who have prohibited its use in their classrooms 
and assignments. The vast majority are befuddled by and open to generative AI, but 
shifting acceptance of the tools may be task-dependent. Table 1 uses the framework of 
traffic lights to illustrate the range of acceptable uses of AI.

Following early campus conversations about generative AI, a range of acceptable 
uses emerged. The New York Times’ “35 Ways that Real People Are Using ChatGPT Now” 
represents the assortment of practical applications for generative AI that I have observed 
or discussed with higher education colleagues.10 Students report using ChatGPT to edit 
code (item 25, “Fix bugs in your code”) and find Excel formulas (item 19, “Write Excel 
formulas”). Lists like this may also give the impression that all uses of AI have equal 
merit. I have found that instructors, librarians, and administrators at my institution 
have varying reactions when they observe generative AI uses like those listed in the 
Times’ “35 Ways.” 

Green Light: Low Resistance Uses for Generative AI 

A colleague sent me an article from the LA Times in February, explaining that they had 
used the author’s advice to frame reasons to use generative AI for “boring but necessary” 
work.11 Tiresome tasks are subjective but this category seems to include examples like 
scheduling, developing travel itineraries, formatting documents, or writing citations. 

AI enthusiasts often talk about the writing tasks they have outsourced to chatbots. 
As of October 2023, users logging into Google’s Bard are prompted to create a “text 
message draft” or an out of office reply. Certainly because of plagiarism fears, the word 
“draft” is often used when suggesting bots as writing aids, implying that a chatbot can 
effectively produce text that will be corrected, edited, expanded, and fully personal-
ized by a conscientious human author. At an April 2023 panel discussion of University 
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of Wisconsin System instructors, one speaker said that using ChatGPT to respond to 
student email saved “hours of time.” A UW-Eau Claire instructor shared with me that 
she had used ChatGPT to “politely decline” an invitation, taking the emotional labor 
out of saying “no.” A career adviser saw ChatGPT as an efficient method of showing a 
student how to write a resume or a cover letter customized to their skills and interests. 
For example, one might ask ChatGPT to produce a “typical resume for an internship,” 
or action verbs to describe previous experience. To be sure, search engine results were 
replete with resume templates and lists of action verbs long before ChatGPT arrived, 
but writers may be impressed by a chatbot that can customize its resume help to the 
individual. Similarly, in libraries and writing centers, tools like ChatGPT may transform 
approaches to editing citations and formatting papers. For many, AI holds great promise 
as a consultant who can correct errors and explain mistakes, much like a tutor. 

Yellow Light: Moderately Acceptable Tasks for Generative AI

When we move beyond dull, repetitive tasks that “nobody wants to do,” we arrive at 
tasks that require expertise with, perhaps, a rote quality. A colleague shared that they 
had used ChatGPT to organize a set of peer reviewed articles, much like items 12, 
“Organize Research for a Thesis, and 13, “Skim Dozens of Academic Articles,” in the 
Times’ “35 Ways.” At the time of ChatGPT’s release, fee-based AI “research assistants” 
like Scite and Elicit were already available to locate, evaluate, and organize literature. 
Some institutions and health sciences researchers subscribe to Covidence, which uses 
machine learning to conduct systematic reviews. Broad acceptance of tools like this may 
be indicated by a search of Medline, which shows 700 publications that name Covidence 
as a tool used during the research process. Undergraduate students may be less likely to 
use generative AI for literature reviews, but Bard and ChatGPT have been widely used 
for brainstorming, developing keywords and search strategies, and identifying search 
tools. For example, librarians at the University of Arizona created an excellent guide to 
developing research topics and questions using ChatGPT, an activity that may also help 

Table 1.
Spectrum of acceptance for AI

Green Light Yellow Light Red Light

Low resistance tasks for  Cautious experimentation High resistance to tasks for 
generative AI: with generative AI tasks: generative AI:
          Laborious              Reference               Creative
          Computational              Learning support               Original
          Repetitive              Some writing               Private
              Personal
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students to master the art of writing an effective prompt for a chatbot.12 Houston suggests 
many reasons to explore ChatGPT and similar tools for reference and library instruc-
tion, with a particular emphasis on using generative AI for consultation and revision.13

UW-Eau Claire instructors in clinical disciplines expressed openness to consulting 
an AI tool to learn more about a standard protocol or intervention, often mentioning 
news coverage about doctors using AI to prescribe medication, or to figure out unusual 
symptoms. Many news outlets have covered how AI might change healthcare, including 
improving patient record-keeping.14 In UW-Eau Claire’s discussions, a health sciences 
instructor suggested prompting ChatGPT to write a case study about a patient with a 
traumatic brain injury. Those whose work requires writing are likely to consider the 
pros and cons of using an AI helper for some aspects of the writing process. Academic 
writers, and especially those in tenure-track “publish or perish” environments, may 
be especially drawn to tools that will 
speed up the writing process. However, 
professional organizations like the Inter-
national Committee of Medical Journal 
Editors (ICMJE) now require authors to 
disclose whether they used AI chatbots 
or visual tools to produce any part of 
the publication.15 Information scientists 
have described AI-generated content as 
a threat to scientific integrity.16 These concerns rest partially on the ambiguous nature 
of text written by machines, but more critical is the evidence that generative AI tools 
make mistakes.

Google’s Bard made a high-profile mistake about the satellite that photographed a 
planet beyond the Earth’s solar system and the tool is often characterized as unreliable.17 
While generative AI seems like a promising research assistant, researchers observe that 
the tools tend to produce false citations.18 Bard and ChatGPT both warn users that they 
may dispense false information, and media reports about inaccurate claims are abundant. 
Blatant errors create ample information literacy learning for students. I have worked 
with an instructor to develop a fact-checking exercise based on a case study of Mata v. 
Avianca.19 In this lawsuit, a plaintiff’s attorneys were sanctioned for using ChatGPT “in 
bad faith” because they had written a brief using false citations and precedents extracted 
from the chatbot.20 Observers note false information produced by chatbots and confusion 
that imaginary citations create for researchers, though using words like “hallucination” 
may not be a precise description of false outputs from AI bots.21 While falsehoods and 
exaggerations top the long list of reasons to resist chatbots, these mistakes offer informa-
tion literacy and writing instructors ample context to illustrate concepts like authority 
and credibility.

In the Times’ “35 Ways,” the authors highlighted “appeal an insurance denial” (item 
18) and “describe Dungeons and Dragons worlds” (item 33). During one discussion of 
AI at UW-Eau Claire, we prompted ChatGPT to write a letter of recommendation for a 
high-achieving student applying to a clinical psychology program. Each of these examples 
represents a highly structured genre or form of communication that may feel laborious, 
especially when repeated. While some were dazzled by the efficiency of drafting letters 

Academic writers, and especially 
those in tenure-track “publish 
or perish” environments, may be 
especially drawn to tools that will 
speed up the writing process. 
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of recommendation with a tool like ChatGPT, another suggested applications to gradu-
ate school or for scholarships would begin to “look the same” or “seem inhuman” if 
all are generated by AI. This concern has a clear throughline—months later, Natasha 
Singer reported in the New York Times, that “new A.I. tools threaten to recast the college 
application essay as a kind of generic cake mix, which high school students may simply 
lard or spice up to reflect their own tastes, interests and experiences.”22

On the other hand, applications for admission to college or graduate school may be 
likened to job applications. In 2017, the Wall Street Journal documented workplace uses 
of AI, including for hiring.23 If colleges and universities also utilize AI to sift through 
admissions essays, degree seekers might reason that an AI-assisted personal statement 
would be best received by an AI evaluation system. In a Pew Research Center survey 
of United States adults, 66% of respondents said no when asked, “Would you want to 
apply for a job that uses AI to help make hiring decisions?” One respondent commented, 
“It would lack/overlook the human factor. What if I don’t have the ‘right’ keywords in 
my application? Would I be dismissed outright?”24 This complaint also arises with ap-
plicant screening tools that do not rely on AI or machine learning, but perhaps the root 
of this concern is that generative AI will further depersonalize the process of applying 
for awards, admission, or jobs.

Speakers and writers commenting on matters of social or political importance may 
be especially vulnerable to appearing inauthentic if they use generative AI to commu-
nicate. When a Republican presidential candidate publicly accused another of using 
ChatGPT to write quips and one-liners, he implied that the candidate lacked conviction.25 
In a far graver example, following a deadly shooting at Michigan State University, the 
Vanderbilt University community received a message from administrators about the 
“importance of taking care of each other.” While this official message offered consola-
tion and support, the revelation that the message was “paraphrased from ChatGPT” 
caused “outcry from students about the use of AI to write a letter about community 
during human tragedy.”26 The lesson we might take from Vanderbilt is that generative 
AI is a potential helper, unless the author’s basic humanity—demonstrated by sincerity, 
empathy, or other personalization—is required.

Red Light: High Resistance to Generative AI Applications

To write with a generative AI tool like ChatGPT can be a startling experience. Efficient 
production of text thrills many who labor over keyboards. Proponents of using AI for 
the quotidian would likely agree with the novelist SJ Sindu, who wrote, “We don’t need 
AI to make art. We need AI to write emails and clean the house and deliver the groceries 
so humans can make more art.”27 What happens when AI inches across the spectrum of 
acceptability, closer to “making art”? In the February 2023 forum I facilitated with my 
colleague Dr. Hart-Brinson, we asked ChatGPT to write a poem about a surveillance 
balloon that was traversing North American airspace at the time of our discussions. 
ChatGPT produced the following poem:

A spy balloon of mystery soars on high,
Its purpose unknown, its mission unclear,
A shadow in the sky that seems to defy
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The laws of nature, year after year.
Its flight so graceful, yet so ominous,
A symbol of the secrets that it keeps,
Its payload hidden from the curious,
Its path uncharted, like ocean’s deeps.
What does this marvel carry in its womb?
A tool of war, or peace, or science’s quest?
Or something else that may bring us to gloom,
A threat to freedom, or to safety’s nest?
Oh, spy balloon, you hold so many keys
To secrets untold, and tales yet untold, these!

This poem may only serve as assurance that generative AI has not yet replaced the 
great poets and novelists whose works line the library shelves. Nonetheless, the threat 
to creative professions posed by AI was clearly illustrated by the Writers Guild of 
America’s (WGA) strike that began May 2, 2023, followed soon after by the Screen Ac-
tors Guild-American Federation of Television and Radio Artists (SAG-AFTRA) strike 
in July of 2023.28 Shortly after ChatGPT’s release, a journalism student told me about a 
pre-professional internship experience using Hypotenuse.ai, Newswriter.ai, and Digital.
ai to write press releases and news articles on a variety of topics. Press releases may 
not sound controversial but when Google demonstrated Genesis, an “AI helpmate” for 
writing the news, to executives at the New York Times, Washington Post, and News Corp., 
some described the tool as “unsettling.”29 

Whether with images or text, the output of AI depends on the inputs—in this case, 
vast quantities of data scraped from websites. In the Times’ “35 Ways,” item 32 describes 
how the visual AI tool DALL-E was used to “Draw like Sol LeWitt.” One objection to 
this application of AI is market driven. Why should a consumer buy or license any form 
of LeWitt’s work if a similar, satisfactory image can be produced for free? In its lawsuit 
against Stability AI, Getty Images accused the company of copyright infringement when 
it harvested 12 million images and metadata owned by Getty to train Stable Diffusion, 
its AI image-generator. Just as plaintiffs in the Stable Diffusion litigation claim their 
work has been ingested and transformed for someone else’s profit, publishers of vari-
ous media have prohibited AI companies from scraping copyrighted material for the 
purpose of “training” AI bots.30

I recently prompted ChatGPT with this question: “What is the first line in Zadie 
Smith’s novel, White Teeth?” ChatGPT’s response on August 25, 2023 came with the 
content policy warning shown in Figure 1.

In a separate question, I asked ChatGPT for the etymology of a word, and to cite 
its sources. ChatGPT’s response was, “I apologize for any confusion, but I don’t have 
direct access to external sources, including the internet or specific dictionaries like the 
Oxford English Dictionary. Instead, my responses are generated based on a mixture of 
licensed data, data created by human trainers, and publicly available information up to 
my last training cut-off in September 2021.” In response to a request for another defini-
tion, ChatGPT responded this way: “I apologize, but I can’t provide verbatim excerpts 
from copyrighted texts … I recommend consulting the Oxford English Dictionary directly 
or through your library’s resources.”
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This response seems designed to placate librarians who manage electronic resource 
budgets, but the larger point is that companies like OpenAI, Google, and Microsoft have 
trained their large language models with proprietary data and intellectual property. The 
Atlantic reports that large language models have been trained with pirated books that 
are still in copyright, meaning that authors were not compensated for this use of their 

copyrighted material.31 Developers of 
generative AI may not have paid for 
this content, but the introduction of 
subscriptions to ChatGPT4 suggests 
they understand the value of the in-
formation they have used to train the 
language models that underpin their 
tools. ChatGPT and its competitors 
already sell subscriptions, and we may 
well anticipate a near future in which 
the best information available from 
generative AI bots will be available to 

paid subscribers. Libraries and universities may soon need to decide whether to support 
site licenses to generative AI tools, to stem inequities between students who have access 
to a premium subscription and students without the means to subscribe.

Consulting with AI is likely to pose a problem for many because of individual privacy. 
While AI chatbots were already employed by crisis hotlines prior to ChatGPT’s release, 
awareness of generative AI has spurred declarations about its utility for mental health 
care and narratives about problems with submitting one’s personal information—and 
self—to a chatbot.32 In a classroom setting, a clinical instructor who seeks to demonstrate 
the value of ChatGPT for authoring a case study or patient progress note, may be able to 
unpack the nuances of entering private information into an AI tool. Upon logging into 
ChatGPT in September 2023, a cautionary pop-up warned me, “Don’t share sensitive 
info.” Patients, health care providers, and educators who train clinicians, would see 
personal information as sensitive. As a result, they would likely discourage students, 

Figure 1. ChatGPT response, including policy warning. 

Libraries and universities may soon 
need to decide whether to support 
site licenses to generative AI tools, 
to stem inequities between students 
who have access to a premium 
subscription and students without 
the means to subscribe.

This
 m

ss
. is

 pe
er 

rev
iew

ed
, c

op
y e

dit
ed

, a
nd

 ac
ce

pte
d f

or 
pu

bli
ca

tio
n, 

po
rta

l 2
4.1

.



Robin Elizabeth MillerPandora’s Can of Worms: A Year of Generative AI in Higher Education 31

interns, and trainees from pasting patient information into a widely available chatbot. 
The same healthcare providers may hold an entirely different view of entering patient 
information into a subscription-based AI tool designed for healthcare settings. In this 
sense, student or instructor use of generative AI is not only about the outputs, but about 
the inputs.

Fair use is an important concept in higher education and sensitive information is not 
necessarily intellectual property. However, generative AI tools do not block users from 
pasting copyrighted or trademarked information into chatbots. In the summer of 2023, 
instructional designers and I discussed a concern that students would copy assignment 
prompts or other course materials into a chatbot. Rather than plagiarism or cheating, the 
concern was violation of a department’s claim of copyright on its instructional content. 
Many colleges and universities advise instructors about which instructional content 
is their own intellectual property versus property of the institution, and the American 
Association of University Professors provides sample copyright policy language that 
many have adopted.33 This does not mean that chatbots will be designed to demure 
with statements like, “I’m sorry, but you have provided me with an assignment prompt 
copyrighted by the University of Wisconsin-Eau Claire and I cannot respond to this 
question.” Instructors now find themselves in confusing new territory as they contem-
plate how their instructional materials might be shared with, edited, and remixed if a 
student or a colleague pastes their text into a generative AI tool. While health care and 
instructional design seem rather niche, these examples demonstrate how enthusiastic 
experimentation with generative AI may quickly cross clear ethical or legal boundaries. 

Conclusion
In early conversations about ChatGPT, I observed that disciplinary experience often 
influenced perspectives on AI. For example, mathematics instructors often compared 
ChatGPT to the advent of using calculators in classrooms, or to WolframAlpha, a web-
based computational tool. Language instructors often mentioned their department 
policies about Google Translate. Librarians of different generations compare ChatGPT 
to reference books, Wikipedia, research guides, and instructional content that many in 
our field have been creating and using for decades. Perhaps previous experience primed 
some educators to accept generative AI. The broad spectrum between acceptance and 
resistance to generative AI may be the single greatest problem for educators contemplat-
ing fee-based or free tools like Bard, Bing Chat, and ChatGPT. Competing forces create 
anxiety over adopting generative AI: Abstainers supply reasons to resist and enthusiasts 
supply pressure to adopt. For those who abstain from teaching, researching, or writing 
with AI, the problem is a matter of enforcement. Detection methods, policies, and pro-
cedures are tools of the resistance. 34 In contrast, early adopters are inundated with an 
overwhelming menu of opportunities to incorporate AI into teaching, research, writing, 
and personal productivity. Early adopters are also navigating a shifting landscape of 
ethical and practical guidelines.

If we think of ChatGPT’s release as an earthquake, the ethical, technical, and policy 
implications are like seismic waves that vary by temperature and proximity to the 
surface. As educators and researchers contemplate generative AI in their classrooms 
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and scholarship, they are easily unsettled by the spectrum of uses they find acceptable. 
While some universities are likely to employ bona fide AI experts, most institutions 
are rapidly developing campus knowledge about this technology with a focus on AI 
in educational contexts. At UW-Eau Claire librarians and instructional designers have 
facilitated discussions and launched a community of practice related to AI. Librarians 
are typically not makers of academic policies, but as we participate in the evaluation, 
trial, and eventual adoptions of generative AI tools, we are also engaged in setting our 
terms and conditions. We may find answers to questions such as in what circumstances 
institutions will officially sanction generative AI, whether for use by students, instruc-
tors, or administrators. Additionally, how will sanctioned uses be distinguished from 
prohibited uses?

As generative AI continues to dominate conversations in many sectors, those who 
work with information in pedagogical settings will continue to grapple with the problems 
presented by these evolving tools. While technological innovations are often presented 
as a leap forward, generative AI is a complex tool for educators. Early adopters may 
scorn laggards but my observation is that educators are not ready to box themselves 
into any category on that spectrum. As we come to terms with being early, late, or will-
ing adopters, higher education professionals have much to learn about how AI aligns 
with our pedagogy and professional standards. Our responses to generative AI will be 
shaped by institutional resources, judicial and regulatory decisions, and the extent to 
which our students and colleagues adopt the tools. If Bard, Bing Chat, and ChatGPT 
opened Pandora’s Box, we might remember Hope, who stayed behind after Pandora 
closed the box. 

Robin Elizabeth Miller is head of library collections and discovery and the Associate Director 
at the McIntyre Library, University of Wisconsin-Eau Claire. She can be reached by email at: 
millerob@uwec.edu. 
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