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abstract: In November 2019, the Leonard Lief Library implemented Ivy.ai, a proprietary chatbot on
its website. This implementation was the first academic library installation of a vendor-supplied
chatbot to be discussed in the professional literature. This chatbot functioned as a new tool that
assisted users seeking information from the library website, User questions provided insight
to the authors about the kinds of topics students searched for via the library website. In April
2023, the chatbot’s vendor began using OpenAl’s ChatGPT Application Programming Interface
(API) to improve the chatbot’s functionality. This change, from a rules-based chatbot system to
a transformer model, enhanced the chatbot’s ability to provide answers to patrons. To better
understand this major change, the authors assessed the chatbot’s usage during the Spring 2023
semester. This assessment revealed the kinds'of questions the chatbot struggled to answer, and
possible reasons why. The assessment’s. findings demonstrated how chatbots can successfully
function as a enhancement to the library website. The article also presents best practices for libraries
looking to implement or experiment with chatbots and contributes to the ongoing discussion of
artificial intelligence in libraries,

Introduction
Chatbots

chatbot is a computer program designed to have a conversation with a human
being, usually over the internet. Chatbots generate text responses, often via the
artificial intelligence (AI) technique of training on large amounts of informa-
tion, called a knowledge base. Chatbots that use this technique are called large language
model (LLM) chatbots.! Chatbots can be found on many types of websites including e-
commerce, education, and social media platforms. In November, 2022, OpenAl released
ChatGPT, a free-to-use Al system, which was used for “engaging in conversations,
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gaining insights, automating tasks, all in one place.”> What made ChatGPT particularly
special compared to previous iterations of chatbots, was that “the quality of the outputs
[of previous chatbots] was much lower than that produced by an average human. The
new model is much better, often startlingly so. Put simply: This is a very big deal.”?
Within days of its release to the public, eager testers experimented with a bevy of tasks
for ChatGPT such as writing Python scripts or creating new online content.* ChatGPT’s
speed in replying to user queries and synthesizing information into compact, readable
text appealed to users who could apply it to suit their needs. This represented a large
step forward from using a search engine like Google and having to scroll through links
to obtain the information.

Library Setting the Ivy Chatbot

The authors conducting this research comprise the Electronic Resources-and Web Ser-
vices-Online Learning Unit, and one of the authors manages the Leonard Lief library’s
website and software. Both authors are administrators of the Ivy Chatbot and manage
the back end and front end of the system. The Leonard Lief Library,is Lehman College’s
library and is part of the City University of New York (CUNY) consortium, which con-
sists of twenty-five colleges across the city of New York. Lehman College is a four-year
college, which has eighty undergraduate and sixty-six-master’s degree programs in
nursing, psychology, business administration, health services administration, and soci-
ology. The library serves approximately 14,000 full-time students, many of whom take
online classes or are enrolled in online or hybrid master’s or doctoral programs.® While
six other colleges in CUNY also use Ivy as their college’s chatbot, no other library uses
the Ivy chatbot at the time of writing this article.

In 2019, The Leonard Lief Library at Lehman College implemented Ivy.ai’s chatbot
alongside other college departments including the registrar, financial aid, bursar, IT,
and the college’s learning management system, Blackboard. Ivy.ai (also called Ivy) is a
software company that licenses its chatbot to higher education, healthcare, state and local
government industries.>Implementation of the chatbot software was managed under
the direction of the IT 'department.” The library’s chatbot instance was shared with the
college’s Blackboard site, which allowed the authors and the Blackboard administrator
to collaborate enissues that affected both units.

To prepare for the implementation, the library supplied IT with sample questions
that the chatbot would likely be asked, such as, “What are the library hours?” These
questions were developed based on questions the library received frequently at the
reference desk. Five library webpages were supplied to Ivy for the chatbot to crawl and
build its “brain.” This “brain” was a knowledge base of information from which the
chatbot would glean answers. The implementation of Ivy’s software resulted in several
website updates and created a framework for the chatbot to function as an online tool
for the library to answer users’ questions, alongside the library’s online 24 /7 chat.® The
authors also enabled Ivy’s built-in ticketing system, that enabled users to fill out a form
with their contact information and seek help with questions that were not answered to
their satisfaction. This form was routed directly to the authors via email. At the time of
publication, the chatbot remains a staple on the library website, situated on the homep-
age and a dedicated chatbot page, available for 24/7 use.
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Pre-Ivy Quantum Chatbot Impressions in 2020

After the chatbot’s implementation in Fall 2019, the authors reviewed chatbot tickets
from the Spring 2020 semester. This review showed three primary categories of ques-
tions: textbooks, off-campus access to library databases, and research-related questions.’
In response to these findings, the library created a “remote resources” research guide
that detailed free access to textbooks and database access to eBook platforms available
from the library. The guide also provided information about off-campus access to the
library databases, a troubleshooting ticket form, links to the library’s Ask-a-Librarian
chat service, and the IT department.’ The presence of research questions surprised the
authors, who concluded at the time that as long as the volume of research questions
received was manageable and went primarily to the library’s online chat service instead
of the chatbot, they could continue to be answered via the ticketing system.!

The implementation demonstrated the chatbot’s difficulty in crawling the library
website, so Author B redesigned the website layout in Fall 2020 to.allow for better
crawling by Ivy.

IvyQuantum Chatbot

In April 2023, Ivy launched their IvyQuantum chatbot, which was powered by Open Al's
ChatGPT 3.5 Application Programming Interface (APL)An APl is a process for allowing
different software programs to communicate and:exchange data. In this case, the addi-
tion of the ChatGPT API allowed the IvyQuantum chatbot to gain access to ChatGPT’s
software and pass data back and forth witlvit. Ivy’s chatbot also incorporated a knowl-
edge base made up of data found on the library’s website. As users asked the chatbot
questions, IvyQuantum was able to pass data to ChatGPT and utilize its own data from
the library website, which it would use for verification as part of its generation process.™

Data Retrieval Process

The process of combining data from a chatbot with data found in outside sources is
known as Retrievall/Augmented Generation (RAG)." Companies like Ivy use RAG
to supplement the data used by a chatbot (in this case, the data found in ChatGPT’s
model and its training data) with data that
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is found outside of a chatbot’s training data
(in this case, the information published on
the library website) as an additional knowl- base like the library website, a

edge base. This is especially important since  chatbot like IVY Quantum could
ChatGPT’s data is generally a few years old
and may not include many websites. By
adding in a local knowledge base like the the responses a large language

library web31te,.a chatbot like Ivy Quan- model like ChatGPT generates.
tum could provide “facts” to supplement

By adding in a local knowledge

provide “facts” to supplement

the responses a large language model like

ChatGPT generates. Furthermore, because RAG checks against an additional knowledge
base of current data, this model can better avoid hallucinations and thus provide more
accurate information to end users.'”
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Combining Knowledge Bases

Even without the library’s local knowledge base being used by the chatbot, OpenAl’s
ChatGPT software utilized a process for answering questions known as a transformer
model, which responded to queries using a method called “attention.” The implementa-
tion of attention has been demonstrated to improve a chatbot’s ability to retrieve infor-
mation.' By utilizing ChatGPT’s technology stack, the IvyQuantum chatbot was able
to provide generative answers for many questions it received. Generative answers are
essentially “new” content that is created without human intervention.” This differed from
the previous Ivy model, which was a rules-based chatbot and utilized pre-defined rules
and keywords to respond to questions from users with pre-defined answers (sometimes
called a dialogue tree).!

However, even though Ivy had added the ChatGPT transformer technology to
its product, IvyQuantum also continued to utilize rules-based responses to questions
when the librarians had already supplied information, effectively making IvyQuantum
a hybrid of generative and rules-based models.

Additional Upgrades

As part of the Retrieval Augmented Generation process, IvyQuantum also introduced
the ability for its chatbot to crawl the entire library website daily, without additional
upcharge. This contrasted with the college’s original agreement with Ivy, which allowed
for only five webpages to be crawled. The expanded amount of information crawled by
the chatbot allowed it to utilize a total of 162,495 pages as of publication. This included
notonly the library website, but also its detailed research guides, list of databases, FAQs,
and more.

With the integration of a transformer model and the addition of an expanded
knowledge base to allow RAG, IvyQuantum could respond more dynamically to user
questions, rather than pulling from a set of pre-defined responses, to generate appropri-
ate answers. The authors initially thought that the chatbot would also engage in a high
degree of learning based on interactions with patrons and add these interactions to its
knowledge base (and' possibly to ChatGPT). However, Ivy’s agreement with Lehman
College did not allow this. Nevertheless, the generative transformer technology was
able to utilize'the larger dataset provided through access to ChatGPT’s API and the
expanded set of webpages crawled.

Thanks to the expanded dataset and the ChatGPT technology, the chatbot could
provide a greater degree of back-and-forth interaction, as it provided answers to satisfy
each patron when they asked questions and introduced clarifying questions. For the
Leonard Lief library, this manifested as an upgrade to the chatbot’s ability to answer
user questions in detail and made the user experience feel very similar to that of using
ChatGPT, which many library users were experimenting with at the time.

Finally, with the new interface, administrative users were also granted greater abil-
ity to customize rules-based responses to commonly asked questions as they occurred.
This represented a significant upgrade for ease of maintenance, as the process no longer
required sending support tickets to Ivy for each interaction that the chatbot could not
answer.
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Library’s Chatbot Assessment

Given the major upgrades discussed with IvyQuantum, the authors decided in Fall
2023 that a formal assessment of the chatbot was necessary to evaluate the efficacy of
the chatbot in meeting the information needs of the Lehman college community. Specifi-
cally, the authors were looking to see what kinds of questions the chatbot struggled to
answer, in subject areas such as textbook requests, library hours, and more. Based on the
assessment findings, the authors hoped to make improvements to the library website and
chatbot platform so that these questions could be answered more reliably in the future,

To conduct this assessment, the authors proposed a case study in which they would
review a random sample of questions received during the Spring 2023 semester. This
random sample consisted of 101 questions out of the 816 questions received during
that period. The authors also proposed studying a purposive sample of all thirty-nine
tickets received by the library during Spring 2023. The tickets were questions that the
chatbot could not answer and therefore, prompted users to fill out-a form with their
name, email address, and question. The authors received these forms via email in order
to provide direct responses to the users. A series of variables wias 'determined based on
built-in Ivy-supplied metrics for success and failure and author-constructed variables.
These variables formed the basis of a rubric that was used o score transcripts and tick-
ets for accuracy and completeness. The authors thernrcalculated how many questions
from the random sample and ticket sample were answered correctly or incorrectly, and
completely or incompletely, based on the rubric. The authors created this rubric using
several sources, including the Reference and User Services Association (RUSA) guide-
lines, which provided methods to successfully conduct reference interviews, as a model.
Studies that evaluated online chat reference were used as a reference for developing user
behavior variables to measure patron satisfaction as one indication of answer accuracy.
The authors then conducted a content analysis of the transcripts and tickets to identify
topics users queried the chatbot about. Each query was then coded into descriptive
terms. The total number of questions that stumped the chatbot and the topics of these
questions were then collated to determine exactly where the chatbot was struggling.
These challenges could then be addressed after the assessment.

Research Goals

Through: this assessment, the authors hoped to achieve several research goals. These
included pinpointing questions where the chatbot failed to answer patrons correctly and
finding specific ways in which the chatbot knowl-

edge base could be amended so that these questions

would be reliably answered in future interactions. . .
The authors also sought to identify improvements first of its kind to measure

that could be made to the library’s website, in terms g library chatbot which

of content or structure, that would enable the chat- .
I . . used a licensed ChatGPT
bot to more easily find relevant information when

answering their questions. By achieving these goals, API, rather than assessing

the authors hoped to formulate a long-term plan to ChatGPT dire Ctly based on
maintain and improve the chatbot. This assessment

This assessment was the

a series of tasks.
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was the first of its kind to measure a library chatbot which used a licensed ChatGPT
API, rather than assessing ChatGPT directly based on a series of tasks. The rubric the
authors created was also unique as a formal means of assessing a chatbot, taking into
consideration user satisfaction, the platform’s metrics for success, and librarian review
of the chatbot’s answers to patrons’ questions. In this article, the authors also highlight
some advantages of this model as an alternative to using the free version of ChatGPT,
which became evident after reviewing the assessment’s findings and attempting to
implement them. The authors have shared their learned experience and presented best
practices for other libraries that may wish to experiment with chatbots. This is particu-
larly important because the use of Artificial Intelligence tools in libraries appears to.be
increasing, and many librarians have worked to develop applications and are interested
in their long-term effects.

Literature Review
Library Chatbot Assessments

Prior to ChatGPT, several libraries created their own chatbots and assessed them, focusing
primarily on popular questions, categories of topics, and setup. None of these studies
included any form of rubric for scoring their chatbots’ interactions with users for accu-
racy and completeness, an important metric for improving the chatbot’s performance.

University of California, Irvine (UCI) assessed their chatbot, ANTswers, from its
inception in March, 2014 to April, 2018 to determine how patrons asked questions to the
chatbot and what types of resources and services they asked about. UCI’s researchers
sorted questions into broad categories such as About (the library), About (UCI), Find,
Services, and Subject, and then into anappropriate narrow category. The study’s find-
ings confirmed what UCI suspectéd—most library patrons asked directional questions
and other simple questions about library services, locations, and policies. By and large,
patrons using the chatbot did not ask in-depth research questions. Based on the number
of questions ANTswers received about library hours, UCI placed hours information in
a prominent position ‘on the main page of their website. This was their only website
enhancement based on their chatbot implementation.

San Jose State University (SJSU) Library assessed their Kingbot chatbot after eigh-
teen months of use, categorizing transcripts of chat sessions into topics such as building
information, live reference hours, finding peer-reviewed articles, research help, and
requests to speak with a librarian.”” SJSU’s transcript review showed several important
limitations in their Dialogflow chatbot software, namely that user clicks, heat maps,
and scroll maps could not be recorded. SJSU’s authors noted that analyzing these data
would have been important to understanding how users proceeded with the informa-
tion provided by the chatbot. In other words, these data would be required to determine
whether users trusted what the chatbot was telling them or not. To address this issue,
SJSU inserted suggestion chips, “or predefined buttons the users may select through an
automated prompt. Suggestion chips might display a question such as: ‘Did I help you
find what you were looking for?” followed by a “Yes” or ‘No’ response selection.”? These
suggestion chips prompted the user for feedback on the interaction. The SJSU authors
hoped that this feedback would lead to suggestions for improving conversation flows
and responses.
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Library Assessments of ChatGPT

After ChatGPT debuted, many libraries were eager to test out its capabilities, particularly
in anticipation of students using it for research papers. The literature discussed experi-
mentation with the tool and offered limited evaluations based on these experiences but
did not provide comprehensive assessments based on users” actual questions posed to
ChatGPT. The research questions were often based on popular chat reference questions.

Katie Lai asked ChatGPT 58 questions that had been received by a music library’s
reference email. ChatGPT’s answers were analyzed using a three-point rubric for ac-
curacy, completeness, and further assistance.” Lai’s study highlighted ChatGPT"s
strengths, which included politeness, multilingual capabilities, and the tool’s ability to
build on provided information, such as the user’s affiliation with the school,-to tailor
its answers. Lai’s article also showcased ChatGPT’s limitations, like failure to detect
nuance, trouble referring to other sources, and an inability to search outside its training
data. The study was limited to questions relating to a specialized library with only one
author coding the data.

Yrjo Lappalainen and Nikesh Narayanan of Zayed University Library (United
Arab Emirates) created a custom chatbot, Aisha, using Python and the ChatGPT API
to support student and faculty simple reference needs outside normal business hours.
Without access to the library website or plugins to outside websites, Aisha was limited
in the kinds of questions it could answer, especially research-heavy questions. This was
because ChatGPT could not integrate data sources from the library. After Lappalainen
and Narayanan tested and reviewed approximately 500 unique questions and answers,
they saw that “the bot often generates non-existent links” and “the bot cannot answer
questions that require real-time data oraccess to a specific resource” but noted that they
expected that updating the data would be straightforward. Since Aisha was still in its
infancy, this study did not fully ‘assess its impact or capabilities. By licensing the API
directly through OpenAl, Zayed University paid OpenAl for each query. It was antici-
pated that therefore, continued utilization of this tool could get expensive quickly if the
volume of questions increased dramatically. This was in contrast to a vendor-supplied
model, which charges'a flat licensing rate that can be shared with other departments.2

Methodology

The authors utilized case study methodology to analyze the chatbot’s performance during
the Spring 2023 semester, which ran from January 25 through May 23. The authors’ main
objective was to determine how successfully the chatbot answered users’ questions and
where it struggled. Struggles were defined as the topics users were asking the chatbot
about most and which seemed to stump it. To obtain the transcripts of the questions,
the authors used the Ivy chatbot’s export function to generate a list of transcripts and
relevant metadata from the Spring 2023 semester. Then, transcripts with no interactions
with the chatbot, (a person clicked the chatbot but did not continue with their interac-
tion) were filtered out. This produced a random sample of 816 transcripts out of 2,504.
Ivy’s software creates a unique identifier for each transcript, but, for ease of use, each
transcript received during the semester was numbered from 1 to 816. The authors used
the Calculator Soup online random number generator to select a number of transcripts
as a representative sample, wanting a range of a minimum of 1 and a maximum of 816,
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not allowing for repeats.” The authors chose 101 with no tickets as one dataset, which
represented 12 percent of the total 816, with a margin of error of +/-7.27 percent. The
transcripts chosen included those specified by the generator, which was designed to
ensure randomness, and the total of 101 was chosen because it is slightly above the
recommended 10 percent sample size, which would have been eighty-one.

Itis also important to note that, normally, the library chatbot received questions users
asked to the chatbot on the library or Blackboard site. However, during the transcript
review process, the authors found that IT-related questions were being directed to the
library instead of IT. This was due to IT mistakenly including a copy of the library’s
chatbot instance on an IT webpage, instead of the IT chatbot, which would normally be
present. After discussion about what would be the acceptable amount of IT data. that
would influence the results, the authors removed eighteen transcripts from the. random
sample and removed four from the purposive sample. For the eighteen removed from
the random sample, the authors replaced them with another set of eighteen randomized
transcripts. There were no additional replacements to the purposive sample, since no
replacement transcripts were available.

The second dataset consisted of all 39 chatbot tickets received during the Spring 2023
semester. Each ticket was created when the chatbot was stumped by a user’s question,
and the chatbot invited the user to fill out a ticket form. When users filled out this form,
these tickets were sent to the authors along with theuser’s name and email address.
The authors were then able to respond directly to each ticket. Transcripts selected in the
online number generator that also had tickets attached to them were excluded from the
101 and set aside for this separate purposive’sample. These were reviewed because the
authors presumed that a user filling out a ticket meant that they were dissatisfied with
the chatbot’s answers and were seeking further assistance. Both the random and pur-
posive samples were scrubbed of identifying factors such as IP addresses, users’ names,
and email addresses. IRB exemption was granted based on the use of retrospective data
and lack of direct human interaction.

Rubric Score Creation

Once the data wasready for analysis, the authors created a rubric to score each transcript
and ticket for accuracy, inaccuracy, completeness, and incompleteness. The authors
turned to literature focused on scoring library reference questions and virtual chat in-
teractionsto understand what components should be present in the rubric. These scores
would later be tied to subject areas through a content analysis, with the ultimate goal
of determining the major subject areas that were difficult for the chatbot to respond to
correctly. During Spring 2024, the two datasets, the random sample of 101 transcripts
and 39 tickets, were analyzed and scored using the rubric.

Incorporating RUSA Guidelines

Reference librarians have often used the RUSA Guidelines for guidance on how to interact
with patrons.* The Ivy chatbot has some of the questions RUSA advises librarians to ask
already built into its software. For instance, the chatbot greets the patron, asking how it
can be of assistance. It requests further information and lets the patron know that it is
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available as additional help is needed. The authors looked for further indications that the
chatbot was using RUSA guidelines as a means of determining whether the chatbot was
attempting to communicate its ability to successfully assist the patron. This was done
in order to evaluate the answers the chatbot provides to users. Within the Ivy-supplied
metrics, the authors noted the functionary response of the chatbot when it struggled to
answer user questions. This was known as “low confidence.” Examples of low confidence
responses included “I don’t know how to respond,” or “I found several topics that may
answer the question,” or “What page are you looking for specifically?” When the chatbot
could not answer a user’s question at all—labeled as “no confidence” by Ivy—the chatbot
would tell the user to “please fill out the form below and we’ll get back to you soon.
To speak to a librarian, click the message below.”? Noting the similarities between the
chatbot’s low confidence or no confidence responses and RUSA’s engagement criteria,
with suggested questions like “Could you please tell me a little more about what you
are looking for?” and “Are you looking for particular types of sources, such as books,
websites, etc.?,” the authors decided to include the presence of chatbot low confidence
and no confidence responses as competency scales in the rubric score.

Ivy-Supplied Metrics

Only transcripts with no confidence responses that also:did not have tickets filled out
were included in the random sample. The next competency scale was what the authors
called tickets refused, in which the user cancelledthe no confidence response and chose
to continue asking the chatbot questions. This scale was important for understanding
users’ behavior as they continued their conversations with the chatbot. The authors also
incorporated an Ivy-supplied metric for' classifying transcripts; the system prompted
users to select a thumbs-up or thumbs-down icon (see Table 1). This icon choice appeared
to users when asked to rate individual responses from the chatbot. This competency scale
was important because it potentially separated out aspects of the chatbot’s responses that
were correct and indicated that a patron found the chatbot’s answer satisfactory, even if
all answers provided to the user were not. Separating the perceived good responses from
the bad became a common aspect of evaluating transcripts because users often asked
multiple questions on different topics or more importantly, rephrased their follow-up
questions when the chatbot struggled to answer them. The four competency scales (low
confidence, no confidence, ticket refused, thumbs up, thumbs down) comprised the
basis for‘the rubric. The authors then developed user variables to complete the rubric.

User Behavior Variables

User Satisfaction

When assessing in-person reference, Joan C. Durrance tested librarians’ interpersonal
skills. These included interviewing and listening skills and the effectiveness of librar-
ian approaches to user questions. This testing also included “search strategy, accuracy,
and the ability to provide the questioner with a satisfactory answer.” Durrance’s study
revealed that while accuracy was important to users, interpersonal skills played a large
factor in their willingness to return and ask a question later. The willingness to return
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Table 1.

Chatbot competence scale

Score  Description Criteria
1 Low Confidence Bot Bot Responses included “I don’t know how to respond” or
Responses “I found several topics that may answer the question” or

“What page are you looking for specifically?”

2 No Confidence Bot Bot asked users to fill out a form to create a ticket or speak
Responses to a live librarian.
3 Ticket refused Bot offered to create a ticket, but user declined to or

started but cancelled creating a ticket.

4 Thumbs Down User rated the question with a thumbs down (negative)
rating
5 Thumbs Up User rated the question with/a thumbs up (positive) rating

“permits the examination of accuracy within the context of other factors that contrib-
ute both to the success of the reference interview.”? For example, users often rate their
satisfaction with a reference interaction-as’'“equal in importance to the accuracy of the
information provided in the evaluation of the reference service.”*

In order to better understand the importance of user satisfaction, the authors of this
study searched for variables that would measure this component (see Table 2). The first
variable identified was whether a user explicitly expressed satisfaction with the chat-
bot interaction, using phrases such as “it works! thanks!” [sic]. Conversely, the second
variable concerned instances when users explicitly expressed dissatisfaction with the
chatbot interaction‘through phrases that indicated criticism such as, “that’s not what I
want.” These examples were derived from chat reference evaluation studies that assessed
dialog, emotions expressed through punctuation, and closings that could be interpreted
as satisfaction or frustration.? In a similar vein, the authors identified a third user vari-
able related to whether the user explicitly asked for an agent, representative or librarian,
which signified that the chatbot was not satisfying their informational needs. A fourth
variable noted whether the user disconnected from the chat prematurely, before the
question was answered or after the answer was given and the user provided no response.

A total of four of the randomized no ticket transcripts expressed satisfaction by
saying “thank you.” However, given that thank you may be a courtesy response, the
authors examined the transcripts in more detail to see whether each user added an
accompanying show of emotion or description of how they were helped. The authors
determined that only three out of 101 transcripts noted satisfaction with an expression
of thanks and positive emotion.
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Table 2.

Study variables

Variable Description

1 Chatbot’s answer contains one or more keywords that match the user’s answers
2 User disconnected from chat prematurely (before question was answered / after

answer given and no response)

3 User explicitly states satisfaction (Thank you, have a good day)
4 User explicitly states dissatisfaction (That's not what I want)

5 User asks for agent, representative, or librarian

6 Was the question answered? Yes or No

For the other variable of premature disconnection;93 percent of transcripts revealed
premature disconnection from the chat, which may indicate that this was typical pa-
tron behavior when engaging with a chatbot, a finding that mirrored other studies that
showed users often disconnect prematurely,from online chat interactions.?” The authors
then constructed variables to measure the accuracy of the chatbot’s answers based on
response content and librarian review:

Accuracy and Completeness

Jeffrey Pomerantz noted that while a user’s satisfaction with a reference interaction can
be important, it does little for them if the information is incomplete or inaccurate, and
users may not realize any potential inaccuracies. N.J. Belkin, R.N. Oddy, and H.M. Brooks
echoed this whenthey suggested that a user who asks a reference question probably does
not know enough to evaluate the answer for completeness or correctness. In other words,
if they did know enough to make this evaluation, there would be little reason for them
to have(asked the question in the first place.® Based on this important distinction, the
authors added two more variables: the presence of one or more keywords that matched
those found within the author’s question and whether the question was answered by
the chatbot with a yes or no answer. This practice was discussed when evaluating chat
transcripts as a gauge for accuracy.*!

Breakdown of Competence Scales and Variables

Based on these variables and competence scales, the authors created a four-point rubric:
0-Complete and Correct, 1-Incomplete but Correct, 2-Incorrect, 3-Incomplete and Incor-
rect, 4-No Answer Provided (see Table 3). Each transcript received a point score and the
number of transcripts with each score was calculated to determine how many transcripts
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Table 3.

Scoring rubric

Score Meaning Criteria

0 Complete and correct Must include Competence Scale 5, Variable 1, AND
Variable 3, AND a Yes from Variable 6

1 Incomplete but correct Must include at least one competence scale from
Competence Scale 5 OR Variable 1, OR Variable 3,
AND a Yes from Variable 6

2 Incorrect but complete Must include either Competence Scale, 1,2, or 3, OR
Variable 4 or 5, AND a No from Variable 6

3 Incorrect and incomplete ~ Must include either Competence Scale 1, 2, or 3 AND
Variable 4 or 5, AND a No.from Variable 6

4 No answer provided No answer is given atall by the chatbot

were correct, incorrect, complete, or incomplete: To determine the weight of the rubric,
the authors placed more emphasis on the variable measuring whether the question was
answered correctly. This was based on.eatlier discussions from the literature about users
not always knowing what the right answer was. More emphasis was also placed on this
variable because many patrons did'not express satisfaction or dissatisfaction with their
chatbot encounters and exited'the chat prematurely. To the authors, this suggested that
determining whether the question was answered correctly or incorrectly was a more
reliable measure.

For all transcriptswith tickets, the authors awarded only scores of 2 and 3 based
on the criteria previously described. One author scored all tickets with a 3, while the
other rated 38 out of 39 with a 3 rating and one transcript with a 2. The difference in this
case was based on the authors’ judgment of whether the question was answered or not,
which they disagreed about in this case.

The rubric scores determined the percentages of incorrectly answered questions
and severity of their level of failure. This was essential for tying the percentages to the
categories of questions that failed.

Content Analysis and Codebook

The authors employed inductive coding of the samples’ questions to determine con-
tent categories such as library hours, textbooks, or financial aid. The frequency of each
subject code tied to the transcript rubric scores revealed question categories the chatbot
struggled to answer correctly and completely.
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Each author conducted an independent review of the data in order to ensure a high
inter-reliability rate. The authors then met to reconcile the codes, as well as the 39 tran-
scripts where users submitted tickets. At this stage, a total of 37 codes were created, and
each transcript was assigned one code which described the content. The full codebook
can be found in Appendix A.

It is important to note that Ivy transitioned to the ChatGPT API with the launch of
IvyQuantum on April 3, 2023. Thus, for approximately the first half of the semester, the
chatbot used its original rules-based model, and for the second half, its functionality
included both rules-based responses and generative responses powered by ChatGPT.
To better understand the effect of ChatGPT’s API, the authors also attempted to see-if
there was any improvement in answers post-April 3 as a result.

Normally, the library chatbot received questions users asked on the library or
Blackboard site. However, during the transcript review process, the authorsfound that
IT-related questions were being directed to the library instead of IT. This'was due to IT
mistakenly including a copy of the library’s chatbot instance on an IT webpage, instead
of the IT chatbot, which would normally be present. After discussion about what would
be the acceptable amount of IT data that would influence the results, the authors removed
eighteen transcripts from the random sample and remoyed four from the purposive
sample. For the eighteen removed from the random sample, the authors replaced them
with another set of eighteen randomized transcripts: There were no additional replace-
ments to the purposive sample, since no replacement transcripts were available.

Results
Success Rate

Figure 1 represents the rubric-sc¢ored distribution of the random sample of 101 tran-
scripts. A 39 percent success rate for transcripts with rubric scores of one indicated that
answers given were correct' but incomplete.
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This showed the chatbot was succeeding in | , , the chatbot was succeeding

answering the questions in general but not in answerine the questions in
at the highest satisfaction scores possible on 8 q

the rubric. This was also evident in the 42 general but not at the highest
percent of transcripts that received rubric satisfaction scores possible on
scores of two, in which answers were incor- .

rect ‘but complete. Comparing these rates to the rubric.

the‘widely cited 55 percent librarian success
rate in answering reference questions, one could say the chatbot was performing rather
well in comparison, especially given it is not human, let alone a librarian.*

Codes

Figure 2 represents the purposive sample of 39 transcripts where users filled out help
tickets. The category of “others” includes miscellaneous categories—ones where the
subject users asked about was found to have only occurred once in the sample.
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mO

H1

Bl 3

Figure 1. Rubric score distribution for the random-sample with no associated help
tickets.

Research, 14,25%

Others, 29,51%

Books, 7, 12%

Blackboard, 4, 7%

Articles, 3,5%

B Research @ Books [OBlackboard MArticles NOthers

Figure 2. Rubric score distribution for the purposive sample.
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The dominance of research- and book-related tickets aligned with the author’s
previous findings, which indicated that the most common topics users filled out tickets
for textbooks, research, and off-campus access.®

Books, Articles and Requests for Agents

Books was the dominant code, accounting for 14 percent of all transcripts with rubric
scores of two (where the answer supplied by the chatbot was complete but incorrect).
This was closely followed by the 12 percent with the code “articles” and then the miscel-
laneous “other” category. In the purposive sample, the code with greatest frequency was
research, followed by books. For rubric scores of three, where answers were incorrectand
incomplete, “requests to speak with an agent” was the most dominant code (see Figure 3).

ChatGPT’s Impact

Of the thirty-nine questions with help tickets, ten questions were asked before the
ChatGPT integration (.2 questions per day), and twenty-nine questions were received
afterward (.58 per day.) In other words, questions with help tickets increased after the
ChatGPT launch.

Figure 4 demonstrates the performance of the chatbot prior to April 4, 2023 and
afterward when Ivy added integration of ChatGPT’s' API and allowed indexing of the
entire library website. Sixty-five questions without tickets were received prior to the
ChatGPT integration, and 36 afterwards. This represents a 45 percent drop in questions
received. During this same period, questions with tickets grew from 10 to 29, represent-
ing a 190 percent increase.

In terms of questions without.tickets, the ratios of ratings also changed. Prior to
Ivy’s ChatGPT integration, Os accounted for 3 percent of answers, 1s for 34 percent, 2s at
45 percent, and 3s at 18 percent. After IvyQuantum went live, this changed to 3 percent
with a score of 0, 50 percent scored 1, 39 percent 2s, and 8 percent 3s. This means that
0-scores stayed relatively similar, 1-scores increased as a percentage, 2-scores decreased,
and 3-scores decreased as well.

Most notably, the number of transcripts that received a score of 1 increased signifi-
cantly, with 34 percent of questions prior to the GPT implementation receiving this score
and 14 afterward (a 47 percent increase).

Discussion

The results of the assessment high-
lighted three main question areas the 'The results of the assessment

chatbot struggled to answer success- . . . .
fully: requests for an agent, requests hlghhghted three main question

for books, and requests for articles areas the chatbot struggled to answer
and research help. In the purposive  gyccessfully: requests for an agent,
sample, research requests were the F K £
most popular questions users sub- fequests for books, and requests for
mitted tickets for because they were articles and research help
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unhappy with the chatbot’s responses. Next, the authors will discuss changes that were
made to address the uncovered weaknesses in the chatbot’s performance.

Requests for an Agent

Based on the results, the question the chatbot struggled to answer the most were requests
for an agent, which, unlike other university departments such as IT, Financial Aid, and
Admissions, the library chose not to set up. When offered a librarian via library chat
as an alternative to an agent, users still insisted on speaking to an agent instead. This
perhaps demonstrated a lack of awareness among patrons of how a librarian could
provide similar assistance to what another department’s agent might. It also showed a
cross-over behavior that users may have come to expect between chatbots from different
departments, something the authors had not considered when thinking aboutlive agents.

To address this question, the authors could consider enabling the @gent feature,
mimicking other departments in terms of available times. However, since the authors also
staff the reference desk and live chat service at the library, using the agent feature may
not be sustainable, depending on how many chats are received-on a daily and weekly
basis, where an agent might be requested. Alternatively, the authors could review the
customized response to the request for the agent question to'see whether changes might
be made to direct users more easily to the library chatsservice or to the ticket feature.

The current chatbot response to request for amagent from a user is, “You can chat
with a librarian 24/7 on [our live chat site]. We génerally respond to emailed questions
within 48 hours when the library is open. You can email us [here]. You can reach us by
phone during Library hours at [number]. You can also stop by the Reference Desk on the
first floor and talk with a Librarian during Library hours.”* This could be trimmed to
just the first line and “librarian” replaced with “library agent” so that the response would
read, “You can chat with a libraryragent 24 /7 on our live chat site. May we connect you
to a live library agent?” User testing in this instance may be beneficial to determining
whether a change in verbiage would result in a change in behavior.

Requests for Books

The chatbot struggled to correctly answer questions about books, both in the random
and purposive samples. This was consistent with the earlier discussed assessment of the
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chatbot’simplementation in 2019 and with Univer-
sity of California Irvine’s study, which also noted The chatbot Struggled to
books as a very popular question category. The
library’s virtual chat received 431 questions about
textbooks during the Fall 2023 semester. Because of about books. . .

correctly answer questions

their frequency, the authors of this paper worked
to address book-related questions using the chatbot. Since book-related information is
fairly constant and is not nuanced, the authors’ belief was that the chatbot could easily
retrieve textbook information by crawling the library website.
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Creating a Reserve Textbooks Webpage

The transcripts showed that certain books were found via the library’s LibGuides,
meaning the chatbot was using this data to generate its answers. To make the reserve
textbooks data available on the website, the authors worked with their library’s access
services department to generate a report in Google Sheets, which included all books
currently on reserve. Access Services provided the report with columns for title, author,
edition, call number, and hyperlinked URL, pulled from book records in the library’s
Primo VE discovery system.

One of the authors then created a new library webpage based on the Google Sheets
document, which included 1898 titles, for the chatbot to crawl. However, initial testing
revealed the chatbot did not consistently give correct responses. Guided by the literature,
the authors concluded that the chatbot was likely

Without a table indicating
that each column was a
field of structured data,
and not simply text, the
chatbot struggled to
accurately supply URLs.

hallucinating due to the size of the database. Ivy
support advised the authors to create a CSV file
from the reserve textbooks list'and share it with
them to ingest directly into the chatbot knowledge
base, instead of relying solely on crawling the
webpage. Ivy speculated that the structured data
in the CSV would address the chatbot’s hallucina-
tions because they occurred most frequently in the

URL field, which linked to the book’s real-time

availability: Ivy speculated this was a result of the
chatbot’s predictive behavior, which caused URLs to be random strings of text, instead
of a structured data field associated with-other fields. Without a table indicating that
each column was a field of structured data, and not simply text, the chatbot struggled
to accurately supply URLs.

After the CSV file was added to the knowledge base, the authors tested the chatbot
using questions about the textbooks and found its ability to respond with accurate in-
formation successful. Figure 5 shows the chatbot’s response to a textbook question once
the reserve textbooks list was ingested into the chatbot’s knowledge base.

The other librarians at Lehman College also appreciated the new reserve books
list and webpage: They used it to support in-person reference interactions, as a backup
tool for locating textbooks when searching the library’s discovery system and as a way
of confirming these items were held as reserve materials. Between its deployment on
January' 14, 2024, and August, 2024, the web page has been viewed over 600 times by
346 distinct users. The authors plan to update this list for future semesters.

Articles and Research Requests

The authors noticed that requests for articles were often tied to research requests in the
random sample and in the purposive sample, in which research requests were the most
coded category. IvyQuantum struggled with understanding nuance and referring to
sources when responding research questions in the same way that Lai’s study noted
that ChatGPT did. The authors plan to redo the chatbot’s responses to such requests,
which are currently: “Find useful articles, books and journals in our online database
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{ Lehman Lightning Bot . X

e‘ For help from a librarian please use
24/7 Library Chat

?
@ How can | help you?

fundamentals of accounting

e‘ The book "Fundamentals of Advanced
Accounting" by Joe Ben Hoyle, Sixth
edition, can be found at Leonard Lief
Library - Lehman College. The call
number is HF5636 .H693 2015. For
more information, you can visit this
link.

Did | help? ap

Figure 5. Example chatbot transcript.

by clicking here!” or the no-confidence response of: “Please fill out the form below and
we’ll get back to you soon( To speak to a librarian, click the message below.” Possible
solutions include hyperlinking to virtual chat before offering the option of filling in the
form or inserting the form along with links to the library databases, with messaging
such as “for research help finding articles, chat with a librarian.”

Creating a‘Chatbot Landing Page

The library website lacks a dedicated page describing the chatbot and how it is intended
to beused. The University of Oklahoma'’s Bizzy Chatbot and San Jose State University’s
Kingbot include pages like this.* Creating a landing page that links to the chatbot could
clarify that the chatbot is not intended for research questions and direct users to library
chat. A separate webpage could also function as a second chatbot access point, which,
combined with its description and purpose, could further clarify for users what the
chatbot is best suited for.

The ChatGPT API

ChatGPT’s API in IvyQuantum has had major effects on the chatbot’s ability to answer
users’ questions, thanks to its crawling the library website daily, its FAQ, and research
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guides. This means the chatbot can retrieve virtually any information it can match with
the user’s request. It also incentivized the library to keep its website up-to-date and create
new content based on users’ questions. The authors
receive daily emails about how much content has
been added, removed, and updated from Ivy, which
virtually any information is helpful for checking that the knowledge base is
current. New data can be submitted to IvyQuan-
tum’s knowledge base in multiple forms, such as
l‘equeSt- It also incentivized calendar feeds, documents and pdf’s, data_tables,
the library to keep its and custom responses. This offers flexibility for data
. sources to be integrated on the website and options
website up-to-date and for the authors to create new ones
create new content based IvyQuantum enables editing of chatbot inter-
on users’ questions. actions after they oceur, which allows easier daily
management and real-time updates. The ChatGPT
integration also promotes more generative answers
rather than retrieval-based ones, which should improve the accuracy rate and require
less maintenance on the authors’ parts. For example, at the time of the writing of this
article, the authors were able to upgrade the default no(confidence response to use a

... the chatbot can retrieve

it can match with the user’s

generative response rather than a retrieval-based one{ While no data is yet available to
see how patrons respond, the authors expect this change to improve the chatbot’s abil-
ity to answer the user’s request beyond just offering them an option to create a ticket.
The authors also plan to perform a custom response audit to see which ones are most
effective at answering user’s questions and delete those that are not, so that the chatbot
can move toward generative responses.in their place.

Ivy customers are limited in how many data sources they can employ based on
their subscription model, a disadvantage in comparison to using ChatGPT and all of
its amassed data on its own.(The authors’ library does not pay for Ivy but offers a free
version of ChatGPT. Libraries looking to subscribe to IvyQuantum or a similar product
may be able to have theircollege cover the cost, especially if they share a chatbot like the
Leonard Lief library does with Blackboard. They can also license ChatGPT’s API directly
like Zayed University, where prices vary based on model and tokens, which dictates the
number of queries that can be received and their complexity level.

Best Practices for Chatbot Maintenance and Performance

Forthe authors, this assessment demonstrated the importance of administrators of chat-
bots like IvyQuantum reviewing users’ queries and finetuning the chatbot’s answers to
ensure they are correct or, at the very least, complete enough to guide users to the next
step and encourage them to return. Based on this article’s findings, the authors highly
recommend regular reviews of the chatbot’s transcripts to allow administrators to make
changes to custom responses, the knowledge base, and the library website to improve
chatbot answers. While the authors will likely take on a monthly transcript review, the IT
department at the college does a daily review, while other departments’ review schedule
is unclear. Best practice would dictate a review that accounts for volume, accuracy rate,
and administrator’s schedule.
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Creation and use of the rubric and codebook has reinforced a need for understanding
what users are asking chatbots like IvyQuantum, ChatGPT, and others about, and how
well each chatbot is doing at answer-
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ing them. While this study’s rubric the authors hlghly recommend
was created specifically for evaluation " °

of IvyQuantum, the authors hope regular reviews of the chatbot’s

others can adapt and modify it for  trapgcripts to allow administrators to

other vendor-managed chatbots and
ChatGPT. The rubric’s emphasis on make Changes to custom responses,
accuracy, which the literature showsis  the knowledge base, and the library
ChatGPT’s biggest weakness, proves

) L website to improve chatbot answers.
particularly useful. Librarians know

that students are using ChatGPT for
research and course assignments and should be aware of its limitations in providing
consistently accurate information. Libraries looking to incorporate:ChatGPT or other
chatbots into their library sessions can utilize the information gathered in this article
about managing and improving chatbots vis a vis the library website. This will help to
ensure the product’s standing as an asset to virtual services;such as library chat.
Libraries looking to implement a chatbot are advised to work with their college
or university to select the one that best suits their needs in terms of cost, maintenance,
and control. Having designated librarians committed to the upkeep of the chatbot will
make a significant difference in its performance. For a chatbot to be successful, buy-in
from others in the library is also essential so‘offering demonstrations and product testing
opportunities is necessary. This will help ensure the chatbot’s promotion and use and
demonstrate the return on investmentin the chatbot as a library website enhancement.

Limitations

The data in this study came from the chatbot on the library page and the Blackboard
page, and the library could not separate those queries intended for assistance with
Blackboard from those intended for the library. The study sample contained data from
only one semester, during which ChatGPT'’s functionality was added to Ivy’s product,
so the chatbot'could not effectively be compared to previous semesters. In other words,
the data-assessed two types of technology, something which did not happen during
previous semesters. A full semester of IvyQuantum may have demonstrated more of
the API's effect on responses to user questions.

Future Research

Future research might include an automated analysis of transcript content using text-
analysis tools or using tools like sentiment analysis to better understand patron feelings
about the chatbot. Research could also be compared year-to-year and contrasted with
other libraries who have licensed the ChatGPT API directly. A partnership with another
library that uses IvyQuantum could also be explored to conduct research comparing
users’ questions or sharing best practices for chatbot setup and maintenance. Long term,
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the authors hope to measure the chatbot’s success in answering basic reference questions
such as library hours, looking up books, and finding databases, as a means of freeing
up library virtual chat for more in-depth research questions.

Conclusion

This research has demonstrated the importance of formal assessment when implement-
ing and managing a chatbot and the value of using a rubric in the process. This project
highlighted some advantages of using vendor-managed chatbots like IvyQuantum,
along with the ChatGPT API in contrast to using ChatGPT on its own or just licensing
the APL The chatbot struggled to answer questions about library agents, books, and
research and required upkeep to ensure accuracy and completeness of its responses.
Maintaining the library website and all of its data is vital to ensuring the chatbot can
craw] the most accurate and complete data. Future research is needed to further explore
the advantages and disadvantages of chatbots and develop best practices for deploying
chatbots on library websites. As artificial intelligence continues to evolve, libraries with
chatbots are well-equipped to harness this technology to meet patrons’ needs in a 24/7
information-seeking environment.
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