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abstract: This case study demonstrates the application of an unsupervised-topic modeling algorithm
to 7,773 English-language articles published in the Library Quarterly from 1931 to 2015. The analysis
of 85 years of the journal’s output follows an exploratory data @nalysis framework to generate
novel hypotheses about the history of LIS using topic modeling,a method for identifying clusters
of co-occurring words within large collections of text. The paper closely examines two topics that
suggest differences in gender representation in the journal te propose and support a new hypothesis
regarding the historical inclusion of gendered objects of study in LIS literature.

Introduction

cholars across the humanities and social sciences have actively probed the

utility of computational text analysis methods in their fields of study over the

last dozen years. One common theme finds researchers employing a statistical
technique called topic models to examine trends in scholarly literature representative
of their disciplines. Topic models use algorithms to discover patterns of related words
within text documents and thus reveal latent themes. Topic modeling algorithms, such
as latent Dirichlet allocation (LDA), provide computational methods for examining
conceptual patterns across a volume of material that would otherwise be unreason-
ably'time-consuming for an individual scholar to read in a conventional manner. This
study applies an LDA model to identify 40 discrete topics in the full-text corpus of the
Library Quarterly from 1931 to 2015. The authors attempt neither to map the breadth of
topical shifts in the journal over time nor to summarize the journal or the field of LIS.
Rather, they explore outputs of the model for evidence of hitherto underreported or
undiscovered trends. Building upon Justin Grimmer and Brandon Stewart’s assertion
that “unsupervised methods are valuable because they can identify organizations of
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text that are theoretically useful, but perhaps understudied or previously unknown,”
the study follows Lauren Klein’s characterization of topic modeling as “a technique
that stirs the archive.”! This stirring prompts a closer analysis of two topics that show
a unique preponderance of gendered third-person pronouns in the Library Quarterly.
Topic models here provide a novel mechanism for teasing out relationships between
clusters of articles related to “great men” and “women librarians.” By combining close
reading with methods from natural language processing, a branch of computer science
encompassing the analysis of human-generated text, the paper straddles the domains
of LIS, computer science, and data science. The study illustrates the potential for the
application of topic models to generate hypotheses in LIS.

Literature Review

Developed in 2003, LDA uses the co-occurrence of words in documents toidentify latent
topics across a corpus.? In one study applying topic models to over 30,000'abstracts from
articles on women'’s history, Sharon Block and David Newman unpack what it means to
identify latent topics: “Topic modeling learns subject categories without a priori subject
definitions . . . The content of the documents—not a human'indexer—determines the
topics collectively found in those documents.”> One advantage of this approach is to
explore a large amount of content efficiently—nearly 8,000 articles in the case of the
Library Quarterly corpus. Another benefit is that, as,an unsupervised learning method,
LDA does not look for predefined topics, but develops topic word lists based on a math-
ematical model. An LDA model will not generate more accurate topics than a human
could, but the algorithmic view of the literature may stretch what we know about the
history of a discipline.

Scholars in both technical and nontechnical disciplines have applied topic mod-
els to a variety of textual corpora, such as newspaper articles, historical documents,
and social media.* A subgenre of these studies has focused on the scholarly output of
specific disciplines, seeking-to quantify long-term historical trends evident in journals
from those fields. One pioneering work in this area applied topic models to 30 years of
computational linguistics literature. Subsequent studies explored trends in the literature
of classics, Germanstudies, and the philosophy of science.” While many of these papers
apply some variation of an LDA model to a corpus of scholarly journal articles, the find-
ings and precise methods vary widely. One common characteristic, however, which this
study follows, is the embrace of a dual purpose: first, to explore the output of the com-
putational model in view of the history of an academic field and, second, to reflect upon
the potential applications of topic models as a scholarly method within the discipline.

A number of works have used unsupervised methods, and LDA specifically, to
explore the history of LIS. One of the earliest studies, from 2010, mapped latent topics
in the titles and abstracts of 3,121 doctoral dissertations from North American LIS pro-
grams, showing that topics shifted drastically from 1930 to 2009.° Informetrics studies
have used citation metadata from LIS publications to track changes in research impact,
author citation trends, and subject coverage over time.” One of the largest studies in-
volving LIS citations applied LDA to 92,705 titles and abstracts from the Library and
Information Science Abstracts (LISA) database from 1978 to 2014. It found 19 topics
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across four general areas: “processes, information technology, library and specific areas
of information application.”® Of the works involving full-text articles, one research group
mapped 30 topics from 1,648 full-text articles from five LIS journals, including the Library
Quarterly, between 2000-2002 and 2015-2017.° Their findings included that the Internet
became a foundation of LIS research and that the overall diversity of topics decreased
from the earlier to the later period of study. In 2018, Micah Saxton provided a “gentle
introduction” to topic modeling using the journal Theological Librarianship as a sample
corpus, illustrating LDA methodologies.'® Around the same time, Manika Lamba and
Margam Madhusudhan used topic models to analyze a corpus of 393 full-text articles
from the DESIDOC [Defence Scientific Information & Documentation Centre] Journal
of Library and Information Technology from 2008 to 2017, reflecting on recent trends in the
LIS literature of India." The current study applies LDA across a larger corpus of full-text
LIS literature than has previously been attempted, focusing on the potential to engage in
closer readings of specific topic outputs for hypothesis generation, rather than attempt-
ing to map topical shifts across the field more generally.

While a full technical exposition of LDA is beyond the scope of this article, the
method works by “iteratively assessing probability distributions of words within topics
and of topics within documents.” It operates under the assumption “that topics are usu-
ally strongly expressed by few words and that documents only express a few topics at
a time.”"? David Mimno highlights one of the advantages in utilizing topic models such
as LDA for large quantities of text, noting that “in practice, assignments of topics that
maximize these criteria”—that each documenit contains relatively few topics and each
topic contains relatively few distinct word types—*“are close to human understandings
of the underlying concepts and linguistic categories in the corpus.”* In other words, the
topics identified by LDA often map well to ideas that humans understand. The ability to
quantitatively track these concepts over time and to correlate them with specific primary
sources provides a powerful analytic tool in the history of ideas.

Curiously, however, itmay be more helpful to avoid thinking of the output of LDA
as “topics” at all, but instead to view the findings more strictly as clusters of terms that
co-occur in documents: As Andrew Piper notes:

It is probably-best to think of topic modeling not as a way to test “topics” in your
documents, but as a way of generating insights about particular semantic behavior
within them. This is a slight difference, but the key is to see the latter exercise as a form
of“exploratory” data analysis rather than “explanatory.” Topic modeling can reveal
patterns and initiate questions, but it is less appropriate for testing and confirming them.*

The current study applies a topic model as a means of generating and gathering evidence
related to a specific hypothesis about the representation of men and women as objects
of study in LIS literature but does not purport to confirm the hypothesis.

The presence of gendered third-person pronouns in certain key topics, otherwise
largely absent from the topic model, was a jumping-off point for a closer examination
of those topics. Previous work has used LDA models to explore the research of men and
women authors in computer science and used semi-supervised topic models to create
gendered topics (feminine, masculine, and nonbinary) to assist in detecting gender bias.!
But little appears to have been written specifically about the appearance and meaning
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of gendered third-person pronouns in LDA models. Ted Underwood notes that “in
topic-modeling fiction I find it useful to get rid of at least the most common personal
pronouns, because otherwise the difference between 1st and 3rd person point-of-view
becomes a dominant signal that crowds out other interesting phenomena.” He also
observes, “This sort of thing is very much a critical judgment call; it’s not a science.”¢

Previous studies have found that women authors are underrepresented in many
LIS journals: in the Journal of the American Society for Information Science, Ben-Ami Lipetz
finds that women authorship grew from 21 percent in 1955 to 34 percent in 1995.7 A
similar study of College & Research Libraries reveals something closer to parity, though
still unrepresentative of the demographics of the field, with just over 51 percent women
authors from 1989 to 1994, up from 22 percent between 1939 and 1944. Lois Buttlar
identifies significant variation between journals, noting that women were authors in 78
percent of School Library Media Quarterly articles between 1987 and 1989, while only 25
percent of the authors in Libraries & Culture were women during the same-period."” There
is less clear quantitative evidence, however, of women librarians as objects of study in
LIS. The topic model described here provides preliminary evidence that the quality and
quantity of coverage of women and their work in the Library Quarterly have differed
significantly from the treatment of men.

Methodology
Data Collection

The Library Quarterly (hereafter, LQ) was not'selected to wholly represent the field of
LIS, but the journal does reflect a prominent set of perspectives in LIS scholarship over a
long period. LQ is the oldest publication'devoted to library research in the United States.
The journal operated “under the supervision” of a leading library education program,
the Graduate Library School of the University of Chicago, from its founding in 1931
until the school’s demise in-1989.%° Later issues were published in cooperation with the
LIS graduate programs at.Indiana University Bloomington and UCLA (University of
California, Los Angeles): The journal has continued to represent established perspectives
in the field, offering high-quality original research, commentary, and reviews.

Digital content from LQ from 1931 to 2015 was readily available for computational
analysis viaJSTOR’s Data for Research platform.?' At the time of writing, JSTOR plans to
sunset theData for Research service, though many of its functions have been migrated
to, and greatly enhanced at, a pilot Constellate website (https:/ / constellate.org/). The
Data for Research platform enables access to the thousands of digitized scholarly jour-
nals and books in JSTOR by providing tools for repurposing JSTOR’s organizational
markup and metadata—digital artifacts about the texts themselves—such that we can
examine the digital editions of a journal as a data set. Metadata and ngrams for 8,808
items from LQ were retrieved from Data for Research using the query jcode:library on
June 18, 2019, and regenerated on January 6, 2020, to replicate the analysis. At the time
of retrieval in 2019, the most recent available issue was volume 85, issue 4, from 2015.
Data for Research provides highly structured data: an XML file with metadata for each
article (for example, volume, issue, year, title, author, and page numbers), along with a
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tab-delimited list of the ngrams for each article. The term ngrams, or n-grams, refers to any
sequential number (1) of items from a text. Crucially, these metadata allow us to track
the shifting of topics in LQ over time, to identify articles in which topics are prevalent,
and to understand the shape and size of the corpus itself.

The ngram files provided by JSTOR and used for this analysis contain a list of each
word or token—that is, each sequence of characters with a known meaning—f{rom an
article, along with the number of times each token appears. For example, the first 10
ngrams from a 1999 LQ book review—*“Cora Wilson Stewart: Crusader against Illit-
eracy”—capture the most frequently appearing words from the article: her (25 occur-
rences), stewart (22), literacy (17), she (16), work (10), also (9), national (9), s (9), from~«8),
and wilson (8). This “bag-of-words” representation of a text is not intended for. direct
human evaluation but enables the application of methods such as LDA topic modeling,
in which word order does not matter and topics are observed as collections.of frequently
co-occurring words at the document level.

Data Cleaning

After the ngrams and metadata files were downloaded from JSTOR, Thomas Klebel's jstor
R package was used to reformat the metadata XML files inte a single table containing key
metadata for the entire corpus.” The metadata was imported into a Python environment
and combined with the ngrams for each article, where it was cleaned and formatted to
allow for topic modeling.?* The corpus was reduced from an initial size of 8,808 items
to 7,773 by removing content that was not of interest for analysis: namely, articles with
titles of “Front Matter,” “Back Matter,” “Cover Design,” and “Volume Information.”
Ngrams in the corpus were stemmed, reducing each word to a base, using the Natural
Language Toolkit’s Snowball Stemmer.” This stemming algorithm replaces such terms
as government, governs, and governmental with a single token, govern, for example. A small
set of stop words—common terms, such as prepositions—are already excluded from the
ngrams available to download via JSTOR. To further reduce the amount of noise in the
text to be analyzed, this study also excluded words that appear in more than 70 percent
or fewer than 10 percent of the documents. The latter list of “rare” words is helpful for
removing optical’character recognition (OCR) errors, acronyms, terms in non-English
languages, and'uncommon names and terminology (for example, cixxxii, tislaveri, alifor-
nia, markowitz, rila, and taciturn). The most “common” terms include those that appear
too frequently in the corpus to assist in the analysis (for example, librari, univers, book).
While'similar studies often include pronouns in stop word dictionaries, thus removing
them from analysis, the presence of gender pronouns such as he/him/his and she/her/hers
in specific topic word lists can reveal objects of study that skew masculine or feminine
in the corpus, as this article will later examine, and therefore were retained. Using
pronouns as a proxy for the presence or absence of gendered objects is an admittedly
imprecise approach. While it provides a useful hook for the computational analysis of
traditionally narrow gender representations (men and women), it does not account for
gender-nonconforming or nonbinary individuals.
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Generating Topics: Tools

Alist of 40 topics was generated by implementing LDA on the cleaned LQ corpus using
Python’s scikit-learn packages of software for machine learning and statistical modeling,
including classification, regression, and clustering.? This process was performed using
several key tools. First, CountVectorizer from the feature_extraction module transformed the
ngram list for each article into a document-term matrix, a table containing the number of
times each word in a corpus appears in every document. The topic model was then run
against the document-term matrix using LatentDirichletAllocation from the decomposition
module. Because LDA requires manually assigning the number of topics to look for in
a corpus, GridSearchCV from the model_selection module was implemented to find the
“best performing” topic model and parameters, including the number of topics-(40) to
apply to the LQ corpus. Some scholars recommend a more subjective approach, looking
at a variety of sets of topics and choosing the number that seems the most coherent.?”
This study, however, was interested in the “machine’s view” of the corpus, rather than
creating a list of topics a reasonable human would expect to see. The machine’s view
is not intended as a neutral or objective measure (because it is notone), but rather as a
mathematical abstraction of text that has the potential to reveal patterns humans might
not otherwise have expected to see, including topics that we may not even initially un-
derstand. Note, too, that this 40-topic model by no means represents the total number
of substantive topics discussed in the pages of LQ.

Analyzing Topics: Outputs

Three primary outputs of the topic model were created to assist in analysis: (1) lists
of topic words, (2) the five most prevalent articles for each topic, and (3) plots of the
prevalence of the coverage of each topic in LQ over time. To better explain the methods
for generating each output of the model, it will help to illustrate the outputs using a
relatively straightforward topicfrom the findings, topic 17, Bibliographic classification. It
is not the authors’ intention-here to analyze the topic itself, but merely to describe the
methods in context.

While topics identified by LDA are often sensible to humans, they are not automati-
cally labeled by the LDA tool itself, nor are they presented in any meaningful order (topic
1 is no more important than topic 40). Rather, the LDA model can be understood as a
“topic word.distribution . . . that represents the number of times word j was assigned to
topic i.”%The next step in the analysis of the model, then, consisted of the first author
reviewing the top words for each topic and manually assigning labels for each. The top
10 tokens for topic 17 in the analysis of LQ are classif, subject, system, class, scheme, clas-
sifi, general, number, arrang, and divis. Based on these terms, one might manually assign
a label, such as Classification. To label each topic as accurately as possible, however, it is
also helpful to consult a list of the articles in which the topic words are most prevalent.
To generate those lists, the authors applied the LatentDirichletAllocation transform func-
tion to the document-term matrix, creating a document topic distribution that shows the
proportion of terms from each topic in every article. The articles in which topic 17 terms
were most prevalent were “A Classification for Medical Libraries” (1936), “A System
of Bibliographic Classification” (1936), “Classification for Works on Pure and Applied
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Science in the Science Museum Library” (1937), “Classification for International Law
and Relations” (1971), and “Colon Classification” (1934). Most of these articles are from
a pre-digital era and appear to concern the classification of books, specifically, and so a
more accurate label for the topic was determined to be Bibliographic classification.

The group of articles from the 1930s that are associated strongly with topic 17 dem-
onstrates a potential weakness of topic modeling. As Alan Beye Riddell explains: “LDA
assumes that association of words with a topic does not vary over time. In other words,
LDA assumes scholars are using the same collection of words to talk about folktales
in the year 1940 as in the year 2000. We know this is wrong.”? The collection of words
that LIS scholars have used to talk about bibliographic classification have varied over
time. Topic model studies sometimes address this by running a topic model on some
temporal subset of the corpus (for example, each year of the journal) and then assign-
ing labels that reflect the authors” understanding of the topics, considering changes in
terminology. This study does not utilize this approach since the purpose is not to map
the breadth of topics in the journal over time, but rather to explore underlying semantic
patterns for hypothesis generation.

There is still value in visualizing the prevalence of topics'in the journal over time,
however. Plots were created to display the shifting coverage of each topicin LQ, mapping
their prevalence relative to the total number of words(in the journal each year. These
plots offer timelines of the rise and fall of specific clusters of terms, not only reflecting
the shifting terminology and jargon of LIS, butjalso highlighting particularly stable
groups of terms in LQ. Returning to topic 17, for example, Figure 1 shows a significant
drop in coverage of the Bibliographic classification topic from 1960 to present (see Figure
1). The conversation related to classification likely continued or increased during that
time—using language related to searchrand information retrieval systems, for example—
but those articles use terms thatco-occur infrequently with the terms in Topic 17. The
decreasing coverage observed-in Topic 17 reflects a shift in the semantic expression of
classification as a topic discussed in LQ. The terms that scholars use to discuss a field
are important and worthy of study, and shifts in the co-occurrence of those words and
phrases, as well as their'relative stability, can signal interesting patterns in the scholarly
conversation. To provide broader context about the corpus, the authors also generated a
list of the most'‘common terms in the entire LQ corpus and plotted the sums and means
of LQ issues per year.

Findings and Discussion

The full corpus includes 342 issues of LQ. While an average of 91 articles were pub-
lished per year across the entire collection, the number of articles in the journal declined
steadily between 1993 and 2010, except for a significant bump in and around 1999 (see
Figure 2). While LQ consistently published one issue per quarter throughout its history,
the average number of articles per issue peaked in 1976 with 36 articles and reached a
nadir in 2010 with only 9 articles per issue. Plots of specific topics over time (see Figures
1 and 3) reflect the total number of words per year and track prevalence relative to the
overall word count.
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Figure 1. The prevalence of topic 17, Bibliographic classification, in the Library Quarterly by year from
1931 to 2015. Prevalence here is calculated by dividing the sum of the prevalence of topic words
for topic 17 for each year (from the document topic distribution) by the total number of words in
the journal for the same year.

While 40 topics do not represent the breadth or depth of LQ’s output, a careful ex-
amination of those 40 topics would still require a book-length analysis. The Appendix to
this article includes-a table of the labels and top 30 terms for all 40 topics, in the order of
the topics’ overall prevalence in the corpus. Overall, many general trends are unsurpris-
ing, especially when considering the growth or diminishment of the coverage of a topic
over time:*)"Many topics related to print collections and books, for example, showed
marked decreases: Manuscripts and printing (topic 1), Circulation of library collections (topic
3); Reference materials (topic 8), Bibliographic classification (topic 17), Reading and readers
(topic 25), Book lists (topic 28), Cataloging (topic 33), and Books for college students (topic
89). Inversely, many topics with increasing prevalence relate to the introduction of new
technologies: Bibliometrics and citation analysis (topic 2), Information-seeking behavior (topic
21), Information technology (topic 22), Media and communications (topic 26), and Information
retrieval tools (topic 38). For both increased and decreased prevalence, these shifts align
neatly with the changing vocabularies of library conversations over the course of the
twentieth and early twenty-first century.

The appearance of these recognizable topics and the confirmation of some of our
expectations about the attention paid to them over time suggest some level of accuracy in
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Figure 2. The number of articles published in Library Quarterly per year from 1931 to 2015.

the LDA process. Nan Z. Da, however, points to a tension in looking to “the obvious” to
confirm the accuracy of computational methods in literary studies, noting, “The problem
with computational literary-analysis as it stands is that what is robust is obvious (in the
empirical sense) and what is not obvious is not robust.”*! The 40 topics identified in the
model, however, display a mix of the obvious with many less easily predicted or readily
apparent clusters of semantic expressions.

Women Librarians and Great Men

The findings in this section focus on a closer evaluation of two topics that feature third-
person pronouns and other gender signifiers in their topic word lists: topic 10 (Women
librarians) and topic 37 (Great men). While the general trends suggested by these topics
initially seem to fall into the category of the “obvious,” closer examination reveals intrigu-
ing patterns that invite us to explore new hypotheses about the history of scholarship in
LQ. Key outputs from the model for these two topics are shown in Table 1, which lists the
top 30 tokens for each topic; Table 2, which includes five articles for each topic in which
the topic words are most prevalent; and Figure 3, which charts the relative prevalence
of topic word clusters in the LQ corpus over time.
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Table 1.

Top words* for topic 10 (Women librarians) and topic 37
(Great men) in Library Quarterly, 1931 to 2015

Topic 10 (Women librarians) Topic 37 (Great men)
her she women who miss men mari had his he had were who year time him when after
librarian york when famili friend first illinoi first did great could letter man later would

person while also posit although after would  them also made two mani during day-own

own home were time where year career did before john write dr

*The top words for each topic were created using the topic word distribution tool
LatentDirichletAllocation module from the Python scikit-learn package.
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Figure 3. The prevalence of topic 10—Women librarians, shown by the solid line—and topic 37—Great
men, indicated by the dotted line—in the Library Quarterly by year from 1931 to 2015. Prevalence
here represents the sum of article prevalence scores for each year, divided by the total number
of words in the journal for the same year. The maximum value of the x-axis in this figure is 0.16,
whereas in Figure 1 it is 0.08, so these visualizations are at different scales.
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Topic 10 contains more gender-specific terms than any other topic in the analysis:
the three most common words in the topic are her, she, and women, and the word list also
includes miss and men. Topic 10 is, in fact, the only topic that has feminine pronouns,
which is particularly notable as third-person pronouns are high-frequency terms in the
corpus overall. While gender clearly plays an important role in the topic, looking at the
list of articles in which the topic is most prevalent reveals more about the meaning and
coherence of the topic across the LQ corpus. Four of the five top items concern promi-
nent women librarians (Mary Wright Plummer, Althea Warren, Connie Van Fleet, and
Martha Boaz), and the fifth is a book review of a biography of educator Cora Wilson
Stewart. The topic points toward a subgenre of biographic treatments of women librar-
ians and educators that includes both book reviews and articles. Nine of the 10 articles
most strongly associated with the topic are biographical. It is reasonable, then; to label
the topic as Women librarians, though a more comprehensive label might be Lives and
careers of women librarians. As one would suspect of biographical content, the topic shows
a focus on accomplishments from the past. Top words associated with the topic include
such past-tense verbs as had, would, were, and did.

Charting the prevalence of the topic in LQ over time, we Observe a clear increase
in coverage during the 1980s and 1990s, followed by a drop-again after 2000, though
not to levels as low as those in the first four decades of LQ’s publication (see Figure
3). The precipitous rise in scholarly recognition of the contributions of women in the

The precipitous rise in

field during the last two decades of the twentieth
century maps to what we know of the growth of
feminist perspectives in the academy and in LIS

scholarly recognition of the  gince the 1960s. But this trend, which we would
Contributions Of women in expect to continue to the present, is not reflected

the field during the last two

decades of the twentieth in mind that we are observing a trend related to the
century maps to what we prevalence of clusters of specific terms associated

in the coverage of the topic, which decreases after
peaking around the year 2000. It is helpful to keep

with a topic that we have chosen to label as Women

know of the gr owth of librarians. Coverage of women, women librarians,

academy and in LIS

feminist perspectives in the orboth in LQ may have continued to steadily rise

in the twenty-first century. What has decreased
is the co-occurrence of these specific terms. This

suggests that the words authors in LQ have used
to-discuss women librarians (and the frequency with which they discussed them) may
have shifted significantly in the 1980s and 1990s. A closer look at other words in the
topic—especially the presence of terms related to domesticity (home) and relationships
(famili, friend)—suggests several possible hypotheses. The terms home and friend do not
show up in any other topics in the LDA model, while famili only shows up again in a
topic concerning Children’s literature. Did late twentieth-century coverage of women
librarians in LQ focus on issues of domesticity and relationships in ways that articles
on other subjects (including men) did not? If so, has that kind of coverage decreased
in the twenty-first century? What kinds of discussion of women'’s careers in LIS have
replaced it? And how does this all fit into the many shifting scholarly conversations
related to gender, feminism, leadership, representation, and affective labor in libraries?
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While this paper will not answer these questions—the topic model does not provide
sufficient evidence to do so—it is worth considering indications from the LIS literature
and examining how they interact with the model. For instance, the increasing coverage
of the Women librarians topic at the

end of the twentieth Century could We know that library leadership
be understood as a scholarly response . . ..
to Roma Harris’s injunction in 1990 continues to dlSp lay SIgnlﬁcant

that “librarians who wish to stop the ~ gender disparities and that gendered
erosion of their profession must stop

shunning the female traditions of li- . .
brary work.”2 Many of the librarians  Often diverge from the kinds of work

celebrated in the five most representa- performed ina profession largely
tive articles for the Women librarians

topic were high-ranking leaders in

expectations for library leaders

composed of women.

the field: two were American Library
Association presidents, and one the president of the Association for Library and Informa-
tion Science Education. We know that library leadership continues to display significant
gender disparities and that gendered expectations for library-leaders often diverge from
the kinds of work performed in a profession largely composed of women.® Just as women
have been underrepresented in library leadership andlibrary information technology,
the topic models suggest they have been scarce in'the scholarly literature of LIS. A closer
examination of a contrasting topic in LQ—topic'37 on Great men—illustrates key differ-
ences in how certain gender associations in/the journal have developed.

Topic 37, which the authors have labeled as Great men, is the second-most prevalent
across the entire LQ corpus, while topic-10, Women librarians, is the fourth lowest. In other
words, the co-occurrence of the cluster of terms from the Great men topic is six times
more common in LQ than those related to the Women librarians topic. While coverage of
topic 37 has waned significantly in the last several decades (see Figure 3), the period of
its lowest prevalence still roughly equals the height of coverage that Women librarians
received in the 1980s and 1990s. Topic 37—which includes three masculine pronouns
(his, he, and him) inits 10 most common words, as well as the word man and the given
name john—is an important one to the LQ corpus.

Like the Women librarians topic, Great men displays a preponderance of terms related
to the past (had, were, year, time, when, after, did, could, later, would, made, during, before),
and the’articles strongly associated with the topic are likewise largely biographical. A
key, difference, however, is that few of the articles associated with topic 37 are about
librarians at all, but rather concern publishers, booksellers, bookbinders, and collectors.
Only 1 of the 10 articles in which the topic terms are most prevalent is about an individual
known as a librarian (James C. M. Hanson, in “Mr. Hanson and His Friends,” 1934). More
common are biographies of men associated with the European and American book trade
from the seventeenth to the early twentieth century (for example, John Siberch, Mason
Locke Weems, Michael Joseph, and Edward Scripps). Other articles associated strongly
with the topic cover the book-collecting habits of famous scholars and politicians (for
example, Francis Bacon, David Hume, and George Washington). One possible reading
of this difference is that for women and their work to merit inclusion as objects of study
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in LQ, they have more often required a direct connection to the field, while men from a
wide variety of backgrounds are covered regularly and at greater length. This interpre-
tation is supported by the fact that masculine pronouns appear in four topics—Classics
manuscripts (topic 1), Philosophy and organization of

Men from a wide

continued to be discussed

if they were librarians,

library educators.

knowledge (topic 16), Bibliographies (topic 23), and
Great men (topic 37)—while feminine pronouns ap-

range of professional pear only in topic 10. Where masculine pronouns
and disciplinary roles are found in these topics, they always occur in areas

peripheral to library services and seem to rarely
concern library workers who are men. The men

in LQ, while women were under discussion more often are authors of classic
more often covered only manuscripts, publishers, philosophers, historians,

politicians, and other scholars. Where previously
women were rarely discussed in the pages of LQ,

library administrat()rs, or their inclusion at the turn of the twenty-first century

appears to have depended on the performance of
specific professional roles. Men from a wide range

of professional and disciplinary roles continued
to be discussed in LQ, while women were more often covered only if they were librar-
ians, library administrators, or library educators. The model suggests that women were
relevant to the field when they were librarians, while'all “great” men were significant.
A specific hypothesis based upon our reading of the topic models, then, is that the in-
clusion of women as objects of study in the/LIS literature is more often contingent on
their performance of library-related roles than that of men, who are included from a far
wider range of professions.

Coverage of the Great men topic-remains consistently high from the first issue of
LQ through the 1970s, after which it begins a gradual but steady decline to the present.
One explanation for this downturn is the diminishing importance of books and the
history of books to the field of LIS. While the topic does not explicitly include terms
related to the book trade-and publishing, a closer examination of the articles show that
the topic is more closely associated with books and publishers than it is with libraries
or librarians. While print books have become less central to scholarly conversations in
and about libraries than they were in the twentieth century, this pattern mirrors a shift
in the scholarly recognition of individuals notable in and to the field. If LQ lionized men
who were book publishers, printers, and collectors over the course of its first 40 years,
whom does the field celebrate now? As LIS conversations in general shift toward library
services, technologies, and communities, do we see a corresponding rise in biographies
of the individuals performing leadership roles in those areas, who often emerge from
beyond the disciplinary boundaries of LIS? And are there new gender differences arising
in who is deemed worthy of inclusion and celebration in LIS literature?

One simple metric, the list of the most frequent words in the LQ corpus, paints a
distressingly clear picture of the genders of the people discussed in the journal. The third
and sixth most common words in the corpus are his (45,805 occurrences) and he (40,997),
while her (11,458) and she (9,783) are the 257th and 315th most common. Masculine pro-
nouns are used four times as often in the LQ corpus as feminine pronouns, a disparity
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that is especially striking given that women have .
long dominated the ranks of library workers, even While there have been
bearing in mind the historical (and problematic) l‘Ollgle four women

use of masculine pronouns as generic third-person . .
pronouns. An analysis of United States Census librarians for every man
records shows that women in 2010 comprised 83 thl‘OllghOllt much of the

percent of librarians and have predominated in the twentieth century; LQ has
profession since the 1880s.** As Harris noted in 1993, ’

“For more than 100 years, library work in North used masculine pronouns
America has been women’s work.”* While there four times as often as
have been roughly four women librarians for every

man throughout much of the twentieth century, LQ feminine pronouns.

has used masculine pronouns four times as often
as feminine pronouns.

Limitations and Directions for Future Study

Many of the general limitations of using topic models to study scholarly literature have
been noted earlier. The authors have paid special attention to topic models’ lack of ex-
planatory power to accurately or comprehensively map the subject content of any corpus
and have followed instead an exploratory data analysis model. A fundamental limitation
of topic modeling for this study, then, is that the topic model alone cannot sufficiently
confirm the hypotheses for which it provides initial evidence. The data generated by the
topic model provide strong evidence for,a number of hypotheses, but further research
using different methods is necessary to confirm or disconfirm them. One compelling
direction for future research, then, would be to analyze whether the inclusion of women
as objects of study in the LIS literature more often hinges on their performance of library-
related roles than does that ef men. Laura Nelson’s computational grounded theory
provides one possible framework for further research along these lines. By applying
qualitative close readings of the primary sources—what Nelson refers to as “compu-
tationally guided.deep readings”—as well as a final pattern confirmation step to test
the hypothesisiusing such methods as supervised machine learning, researchers might
strengthen or deny the initial hypothesis detected using the inductive topic models.*

Another important limit to acknowledge is that the corpus analyzed in this article
was a single journal from LIS. Early tests applying topic models to multiple LIS journals
revealed topics that mapped too neatly to the specific domains of each journal to be of
interest (for example, topics related to teaching and learning prevailed in the Journal of
Education for Library and Information Science, but not in other journals). Further research
across a broader corpus in LIS is critical for both the generation and confirmation of
hypotheses, if any broader claims about the field are to be made.

Finally, future research on the specific claims highlighted here would require ex-
pertise on LIS history, certainly, but also knowledge of computer and data sciences and
gender and women'’s studies. These fields, like all academic disciplines, operate accord-
ing to methods and modes with long histories, which often conflict with one another
and with those of other fields of study. LIS scholars with an interest and aptitude for
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applying computational methods may still face significant challenges in contextualizing
their results across disciplinary boundaries.

Conclusion

Topic modeling the Library Quarterly greatly reduces the complexity of the corpus. This
reduction, on the one hand, oversimplifies a rich literature full of ideas, shifts, currents,
and undercurrents, almost all of which pass beyond the realm of algorithmic detection.
The authors make no claim to have captured a topical summary of the journal or of LIS,
but rather have used topic modeling to explore the corpus and to pull on a few threads
related to the inclusion of gendered objects in the journal. In that respect, topic models
provide a novel mechanism for generating new hypotheses about the history-of LIS.
Close examination of the Great men and Women librarians topics did not suggest a tidy
narrative of increasing gender equity in the pages of LQ over time. Rather, the articles
associated with the topics, alongside plots of the topics’ prevalence over time, provide
initial evidence to support the hypothesis that in the

.. gender representation
in LIS continues to reflect from a wider professional range were represented.
and refract systemic power There are, of course; hundreds of articles from LQ
structures and ongoing
gender inequities in the viewpoints and perspectives offered in the pages
profession and beyond.

1980s and 1990s, women would more likely appear
in the journal for their roles in libraries, while men

that are exceptions to these apparent trends, and
the topics in'no way capture the full expression of

of the journal or by its authors and editors. These
patterns do exist, however, and may prompt us—as

authors, editors, reviewers, and readers—to more
closely examine the ways in which gender representation in LIS continues to reflect
and refract systemic power structures and ongoing gender inequities in the profession
and beyond.

An increasing number of platforms that enable computational access to specific
digital archives have been launched in recent years. JSTOR’s Constellate platform,
which will replace’Data for Research, provides built-in tutorials and example code
for running in<depth analyses of “text as data.” The platform provides access not just
to JSTOR content but also to documents from the Portico digital preservation service;
CORD-19; scientific papers on COVID-19; Chronicling America, a collection of historic
newspapers; DocSouth, files related to Southern history, literature, and culture; and the
South Asia Open Archives. The HathiTrust Research Center provides various levels of
computational access to over 16 million volumes in the HathiTrust Digital Library, content
digitized from research libraries. As these tools become more widely available, and as
the tools become easier to implement with the availability of high-quality tutorials and
other adaptable online modules, scholars and library workers have much to gain from
a closer acquaintance with such methods as topic modeling. Understanding both the
potential promise and pitfall of these methods, to use Grimmer and Stewart’s formula-
tion in the title of their 2013 article, could unlock future directions in scholarship as well
as provide new insights into the history of LIS.
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